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Abstract: This paper presents a method for 

order reduction of discrete interval systems in 

which the denominator of the model is obtained 

by pole-clustering while the numerator is 

derived by retaining first m time 

moments/Markov parameters of high-order 

discrete interval system as well as minimizing 

errors between subsequent n time 

moments/Markov parameters of high-order 

discrete interval system and model, such that m 

+ n = r, where r is the order of model. The 

inverse distance measure criterion is used for 

pole clustering. The algorithm due to Luus 

Jaakola is used for minimization of objective 

function which is weighted squared sum of 

errors between n time moments/Markov 

parameters of high-order discrete interval 

system and those of the model. The proposed 

method is validated by a worked example. 

 

Keywords: Interval system, Kharitonov 

Polynomials, Order reduction, Padé 

approximants, Pole-clustering method. 

 

I.  INTRODUCTION  

Various methods have been proposed for order 
reduction of continuous-time and discrete-time 

systems. Out of these methods, the methods based 

on power series expansion [1]-[10] of the system 

transfer function have received considerable 

attention of researchers. One of these methods, 

which is known as Padé approximation [1] has 

been found to very useful in theoretical physical 

research [11]-[12] due to its simplicity. But the 

model obtained using Padé approximation often 

leads to be unstable even though the high-order 

system is stable. To overcome this problem, Routh 

approximant [4] was introduced. However, this 

method tends to approximate only low frequency 
behavior of high-order system [13]. Therefore, 

Routh approximant does not always lead to good 

model. Various attempts [5]-[9] have been made to 

improve the Routh approximant method. 

 

Some of the above methods have been applied 

for order reduction of high-order interval systems 

[14]-[20]. Bandypadhyay et al. [14] presented  
 

 

 

Routh-Padé approximation for order reduction of 

high-order continuous interval systems in which 

the denominator is obtained by direct truncation of 
the Routh-table and the numerator is obtained by 

matching the time moments of the high-order 

interval system and model. In [20], a method is 

presented for obtaining the model of high-order 

discrete interval system (HODIS) in which the 

denominator of model is determined by retaining 

dominant poles of the HODIS and the numerator is 

obtained by matching first r  time moments of the 

HODIS and model. However, in this method only 

time moments are considered for obtaining the 

model. For good overall response, Markov 

parameters should also be considered in addition to 
time moments as the transient state and steady 

state matching depend on Markov parameters and 

time moments, respectively. 

 

In this paper, a method for order reduction of 

HODIS in which the denominator of the model is 

determined [21]-[23] by pole-clustering and the 

numerator is derived by retaining first m time 

moments/Markov parameters of HODIS as well as 

minimizing errors between subsequent n time 

moments/Markov parameters of HODIS and 
model, such that m + n = r. The Luus Jaakola 

algorithm is used for minimization of objective 

function which is weighted squared sum of errors 

between n time moments/Markov parameters of 

HODIS and those of the model. The IDM criterion 

is used for pole clustering. The brief outline of this 

paper is organized as follows: section-II covers 

problem formulation, section-III contains Luus 

Jaakola algorithm, a worked numerical example is 

included in section-IV to illustrate the method and 

finally, paper is concluded in section-V. 

 

II.  PROBLEM FORMULATION  

 

Consider a HODIS given by the transfer 

function 
1

0 0 1 1 1 1

0 0 1 1

[ , ] [ , ] [ , ]
( )

[ , ] [ , ] [ , ]

( )

( )

n

n n

n n

n n

b b b b z b b z
G z

a a a a z a a z

N z

D z

3

3
 (1) 

where [ , ]i ia a  for 0,1, ,i n3  are denominator 
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coefficients of ( )nG z  with 
ia  and 

ia  as lower 

and upper bounds of interval [ , ]i ia a , 

respectively, and [ , ]i ib b  for 0,1, , 1i n3  are 

numerator coefficients of ( )nG z  with 
ib  and 

ib  

as lower and upper bounds of interval [ , ]i ib b , 

respectively. 

The transfer function ( )nG z  can also be expanded 

in its power series expansion around 1z  and 

z  as: 

 

0 0 1 1( ) [ , ] [ , ]( 1)

[ , ]( 1)

n

n

n n

G z z

z

3

3
 (2) 

 

(expansion around 1z ) 

 
1 2

1 1 2 2( ) [ , ] [ , ]

[ , ]

n

n

n n

G z M M z M M z

M M z

3

3
 (3) 

 

(expansion around z ) 
 

where [ , ]i i
 for 0,1,i 3  are proportional to 

the time moments of HODIS, and [ , ]i iM M  for 

1,2,i 3 are Markov parameters of HODIS. 

Assuming [ , ]i i ib b b  for 0,1, , 1i n3 , 

[ , ]i i ia a a  for 0,1, ,i n3 , [ , ]i i i
 for 

0,1,i 3  and [ , ]i i iM M M  for 1,2,i 3 , (1), 

(2) and (3) are identified to be, respectively, (4), 

(5) and (6). 

 
1

0 1 1

0 1

( )
n

n

n n

n

z z
G z

z z

3

3

b b b

a a a
 (4) 

0 1( 1) ( 1)nnz z3 3  (5) 
1 2

1 2

n

nz z z3 3M M M  (6) 

 

Suppose, it is desired to obtain a thr -order (

r n ) model given by the transfer function 

 

1

0 0 1 1 1 1

0 0 1 1

Ĕ Ĕ Ĕ Ĕ Ĕ Ĕ[ , ] [ , ] [ , ]
( )

Ĕ Ĕ Ĕ Ĕ Ĕ Ĕ[ , ] [ , ] [ , ]

Ĕ( )

Ĕ( )

r

r r

r r

r r

r

r

b b b b z b b z
G z

a a a a z a a z

N z

D z

3

3
(7) 

 

where Ĕ Ĕ[ , ]i ia a  for 0,1, ,i r3  and Ĕ Ĕ[ , ]i ib b  for 

0,1, , 1i r3  are, respectively, denominator and 

numerator coefficients of ( )rG z . 

The transfer function ( )rG z  can also be expanded 

in its power series expansion around 1z  and 

z  as: 

 

0 0 1 1
Ĕ Ĕ Ĕ Ĕ( ) [ , ] [ , ]( 1)

Ĕ Ĕ[ , ]( 1)

r

r

r r

G z z

z

3

3
 (8) 

(expansion around 1z ) 

 

1 2

1 1 2 2
Ĕ Ĕ Ĕ Ĕ( ) [ , ] [ , ]

Ĕ Ĕ[ , ]

r

r

r r

G z M M z M M z

M M z

3

3
 (9) 

(expansion around z ) 
 

where Ĕ Ĕ[ , ]i i
 for 0,1,i 3  are proportional to 

the time moments of model, and Ĕ Ĕ[ , ]i iM M  for 

1,2,i 3  are Markov parameters of model. 

Assuming Ĕ Ĕ Ĕ[ , ]i i ib b b  for 0,1, , 1i r3 , 

ĔĔ Ĕ[ , ]i i ia a a  for 0,1, ,i r3 , Ĕ Ĕ Ĕ[ , ]i i i
 for 

0,1,i 3  and Ĕ Ĕ Ĕ[ , ]i i iM M M  for 1,2,i 3 , (7), 

(8) and (9) are identified to be, respectively, (10), 

(11) and (12). 

 
1

0 1 1

0 1

Ĕ Ĕ Ĕ
( )

Ĕ Ĕ Ĕ

r

r

r r

r

z z
G z

z z

3

3

b b b

a a a
 (10) 

0 1
Ĕ Ĕ Ĕ( 1) ( 1)rrz z3 3  (11) 

1 2

1 2
Ĕ Ĕ Ĕr

rz z z3 3M M M  (12) 

 

 

A.  Calculation of Poles of HODIS 

 

Consider interval polynomial ( )E z  given by 

1

0 0 1 1 1 1

1

0 1 1

( ) [ , ] [ , ] [ , ] n n

n n

n n

n

E z e e e e z e e z z

z z z

3

3e e e
(13) 

 

The poles [20] of discrete interval polynomial 

( )E z  are calculated as: 

 

Let F  be the interval matrix given as  

0 1 2 1

0 1 0 0

0 0 1 0

0 0 0 1

n

F

3

3

4 4 4 6 4

3

3e e e e

 (14) 

 

The matrix F  can be written as 

,c cF F F F F  (15) 

where 
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1

2
, 1,2, ,

1

2

c i j i j i j

c i j i j i j

f f f

i j n

f f f

3  (16) 

and i jf , i jf  are the lower and upper bounds of 

thij  element of F . 

 

The real part 
i

 and imaginary part 
i

 of the thi  

eigenvalue H

i
 of F  are given as 

( ) ,

( ) ,

1,2, ,

i i

i i c i c

i i

i i c i c

F F F S F F S

F F F T F F T

i n

A A

A A

3

(17) 

 
where A denotes component wise multiplication 

and elements of matrices iS  and iT are given by 

,

,

sgn

sgn

i i i i i

k j k j k j

i i i i i

k j k j k j

S t s t s

T t s t s
 (18) 

 

where s  and t  are, respectively, the thi  

eigenvector and reciprocal eigenvector of 
cF , with 

 and  denoting the real and imaginary parts, 

respectively. 

 

B.  Procedure to Obtain Time Moments of 

HODIS and Model 

 

Putting 1z ?  in (4), ( )G z  becomes  

1

0 1 1

0 1

( 1) ( 1)
( )

( 1) ( 1)

n

n

n

n

G
? 3 ?

?
? 3 ?

b b b

a a a
 (19) 

1

0 1 1

0 1

n

n

n

n

? 3 ?

? 3 ?

B B B

A A A
 (20) 

 

Expansion of (20) through interval arithmetic 

(Appendix I) around 0?  is given as: 

2

0 0 1 0 1 2

0

( )
n

n

i

i

G? ? ? 3 ? 3t t t t t t t  (21) 

2

0 1 2

n

n? ? 3 ? 3 (22) 

where 

0

0,1,2,
k

k i

i

k 3t  (23) 

with 

0 0

1 1

11

1 1 1

/ 0

1

( ) 2

k

k i kk

k k i j l

i j l

k

k

k

B A

t c d

c d d t t

(24) 

 

where 

0

[0, 1]

0

i

i

i n

i n

B

Bc  (25) 

 

and 

0

[0, ]

0 1

i

i

i n

i n

A

Ad  (26) 

 

Putting 1z?  in (22), ( )G z  then can be 

obtained as follows: 
2

0 1 2( ) ( 1) ( 1)

( 1)n

n

G z z z

z

3

3
 (27) 

 

Therefore, the time moments of HODIS [24]-

[25], in terms of 
i

 parameters, are 

 

1

1

0

1
( 1) ( ) 1,2,

!

i

i
i i j

s i j j

j

i

T w i
j

3
T  (28) 

 

where 
sT  is the sampling frequency and i jw  is 

defined as  

 

1, 1 1,

1 1

0

1i j

i j i j

j

i j
w

i j

w j w i j

 (29) 

 

Similarly, time moments of the model are given as  
 

1

1

Ĕ 0
Ĕ 1 Ĕ( 1) ( ) 1,2,

!

i

i
i i j

s ij j

j

i

T w i
j

3
T  (30) 

where 
sT  is sampling frequency, ijw  is given by 

(29) and Ĕi  for 0,1,2,i 3  have the same 

meaning as i  for 0,1,2,i 3  in (23) for 

HODIS. 
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C.  Procedure to Obtain Markov Parameters of 

HOIS and Model 

 

Expansion of (4) through interval arithmetic 

(Appendix I) around z  is given as: 
1 2 3

1 1 2 1 2 3

1

( )

n
n

i

i

G z z z z

z

3

3
 (31) 

1 2 3

1 2 3

n

n

z z z

z

3

3

M M M

M
 (32) 

 

where 

0 0

1 1

/ 0

1

/ 2

k

k

k

P Q k

B A

t c d  (33) 

 

with 

1

1 1

( )
k ik

k k i j

i j

P c d d t  

1

1

k

l

l

Q t  

 

1

[0, 1]

0

i

ni

i n

i n

b

bC  (34) 

 

and  

 

[0, ]

0 1

i

ni

i n

i n

a

aD  (35) 

Hence, the Markov parameters of HODIS are 

1

1,2,
k

k i

i

k 3  (36) 

 

Similarly, Markov parameters of the model are 

given as  

1

Ĕ Ĕ 1,2,
k

k i

i

k 3  (37) 

 

where Ĕ
i
 for 1,2,i 3 have the same meaning as 

i
 for 1,2,i 3 in (33) for HODIS. 

 

 

D.  Procedure to Obtain Denominator 

Polynomial of Model 

 

The cluster center using pole clustering 

technique [21]-[23] is obtained by grouping the 

poles of HODIS. In this process, separate cluster 

partitions should be made for real poles and 

complex conjugate poles and then cluster centers 

for these cluster partitions are obtained. Each real 

cluster center or pair of complex conjugate cluster 

centers are, respectively, replaced by real pole or 
pair of complex conjugate poles of model, 

respectively. The inverse distance measure (IDM) 

criterion is used for clustering the poles of HODIS. 

For obtaining thr  order model, r  cluster 

centers should be obtained from r  cluster 

partitions. The steps for IDM criterion follow as: 

 

Step 1: Arrange the poles of HODIS in r  cluster 

partitions collecting the real and complex 

conjugate poles in separate cluster partitions. 

 

Step 2: Obtain the cluster centers: 

The cluster center for real poles is obtained as 
1

1

1k

i i

c k  (38) 

where c  is cluster center of cluster partition 

containing k  real poles 
1 2( , , , )k3  of 

HODIS. 

The pair of cluster centers for complex conjugate 

poles in the form of R Ij   is obtained as 

1

1

1

1

1

1

l
R

R
i i

l
I

I
i i

l

l

 (39) 

where R  and I  are, respectively, real and 

imaginary parts of cluster pair R Ij   in which 

l  pairs of complex conjugate poles 

1 1 2 2, , ,R I R I R I

l lj j j3  are 

grouped. 

 

Step 3: Obtain the denominator of model: 

The denominator polynomial Ĕ( )rD z  of thr -order 

model is given as 

Case 1: If all obtained cluster centers are real  

1

Ĕ( )
r

r i

cD z z  (40) 

Case 2: If one pair of cluster centers is complex 

conjugate and ( 2)r  cluster centers are real 

2

1 1 1 1

1

Ĕ( ) ( ) ( ) ( )
r

R I R I C

r i

i

D z z j z j z   

 (41) 

Case 3: If all obtained cluster centers are complex 

conjugates 
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/2

1

Ĕ( ) ( ) ( )
r

R I R I

r i i i i

i

D z z j z j  (42) 

The denominator polynomial of the model is 

obtained by (40), (41) or (42) depending upon the 

nature of cluster centers. 
 

E.  Procedure to Obtain Numerator Polynomial 

of Model: 

Once the denominator polynomial of model is 

obtained, the numerator polynomial is determined 

by retaining first m  time moments/Markov 

parameters of HODIS as well as minimizing errors 

between subsequent n  time moments/Markov 

parameters of HODIS and model such that 

m n r. The time moments of the HODIS and 

model are obtained by (28) and (30), respectively, 

and the Markov parameters of the HODIS and 

model are given by (36) and (37), respectively. 

The numerator parameters of model are obtained 

by matching first m  time moments/Markov 

parameters of HODIS to those of model, given as 

Ĕ 0 1,2, ,

Ĕ 0 1,2, ,

i i

j j

i p

j q

p q m

3

3

T T

M M  (43) 

and minimizing a weighted squared sum of the 

errors, between subsequent n  time 

moments/Markov parameters of HODIS and those 

of model, given as 

' ' '

1 1

Ĕ Ĕ( ) ( )
u v

C i j j ji i
i p j q

J T T M M  (44) 

where '

i  and 
'

j  are non-negative numbers, and 

u v r  .  

The objective function (44) is normalized as 

follows: 

1 1

ĔĔ
1 1

u v
ji

C i j

i p j q ji

J
MT

T M
 (45) 

However, in (45), it is assumed that 0
i

T  and 

0
j

M . 

 

III.  LUUS JAAKOLA ALGORITHM  
The algorithm due to Luus and Jaakola [26] is 

used for finding the minimum value of objective 

function (45) obtained in last section. In Luus 

Jaakola algorithm, initial values for all variables 

and corresponding search intervals are chosen at 

random and then in every next iteration, search 

intervals are contracted by a constant contraction 

factor. This algorithm has been applied in many 

problems in optimal control [8],[27]. 

 

IV.  NUMERICAL SECTION  

Let the transfer function [20] of a third-order 

interval system be given as  
2

2 3

[8,10] [3,4] [1,2]
( )

[0.8,0.85] [4.9,5] [9,9.5] [6,6]

( )

( )

z z
G z

z z z

N z

D z

 (46) 

Suppose, it is desired to obtain a second-order 

( 2)r  model given by the transfer function 

0 0 1 1

2 2

0 0 1 1 2 2

0 1 2

2

0 1 2 2

Ĕ Ĕ Ĕ Ĕ[ , ] [ , ]
( )

Ĕ Ĕ Ĕ Ĕ Ĕ Ĕ[ , ] [ , ] [ , ]

Ĕ Ĕ( )

ĔĔ Ĕ Ĕ ( )

P b b b b z
G z

a a a a z a a z

z N z

z z D z

b b

a + a a

 (47) 

The poles, calculated using (17), of the HODIS 
(46) are 

1

2

3

[ 0.5340, 0.2680]

[ 0.7125, 0.5361]

[ 0.8534, 0.7203]

H

H

H

 (48) 

Since poles (48) are real, thus, using (38), the 

cluster centers obtained by grouping 
1

H  in one 

cluster partition and 
2

H  and 
3

H  in other cluster 

partition are 

1 [ 0.5340, 0.2680]C ,

2 [ 0.7766, 0.6147]C  (49) 

and the denominator obtained using (40) is 

2 1 2

2

2

0 0 1 1 2 2

Ĕ( ) ( )( )

( [ 0.5340, 0.2680])( [ 0.7766, 0.6147])

[0.1647,0.4147] [0.8827,1.3106] [1,1]

Ĕ Ĕ Ĕ Ĕ Ĕ Ĕ[ , ] [ , ] [ , ]

C CD z z z

z z

z z

a a a a z a a z

(50) 

First time moment and Markov parameter, as 

given by (28) and (36), respectively, of the HODIS 
are  

1

1

[0.5621,0.7729]

[0.1667,0.3333]

T

M
 (51) 

and the first time moment and Markov parameter, 

as given by (30) and (37), respectively, of the 

model are  

0 1

1

0 1 2

1
1

2

Ĕ Ĕ
Ĕ
Ĕ Ĕ Ĕ

Ĕ
Ĕ

Ĕ

b b
T

a a a

b
M

a

 (52) 

Using (43), numerator parameters are obtained 

as 

1 1 0 1
Ĕ ĔĔ [1.1508,2.1064]T T b b  (53) 

 

The objective function (45) for this problem is 

given as: 
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1
1 2

1

Ĕ Ĕ/
1

[0.1667,0.3333]
C j

j

J
b a

 (54) 

 

Starting with various initial conditions and ranges, 

the Luss-Jaakola algorithm converges to following 

optimal solution 

1
Ĕ [0.1508,1.1064]b  (55) 

 

Using (53) and (55), the second-order model 

obtained is 

2 2

[0.0107,0.1054] [1.1401,2.0010]
( )

[0.1647,0.4147] [0.8827,1.3106]

P z
G z

z z
 (56) 

 

and the second-order model proposed in [20] is 

2 2

[0.8845,0.9] [0.5921,0.6055]
( )

[0.1437,0.3805] [0.8041,1.2465]

O z
G z

z z
 (57) 

 

The step and impulse responses of one of the 

rational systems constructed with the help of 

Kharitonov polynomials (Appendix II) of 
numerator and denominator of (46), (56) and (57) 

are shown in Fig. 1 and 2, respectively. 

 

 
Fig No. 1  Step Responses of HODIS and models. 

 

 
Fig No. 2  Impulse Responses of HODIS and models. 

 

The best-case ISEs (Appendix III) of impulse 

responses for (56) and (57) are given in Table 1. 
 

Table 1 

Best-case ISE for impulse response 

Model Best-case ISE 

(56) 4.1521 

(57) 8.0926 

 

It is clear from Fig. 1-2 that the responses of 

proposed model (56) when compared to (46) is 

better than that of (57) and also, the best-case ISE 

of (56) is lower than that of (57). This confirms the 

applicability of proposed method for order 

reduction of HODIS. 

 

V. CONCLUSION 
A method for obtaining model of given HODIS 

is proposed in which the denominator is obtained 

by pole clustering and the numerator is determined 

by minimizing errors between time 

moments/Markov parameters of HODIS and model 

in addition to retaining some initial time 

moments/Markov parameters of HODIS. The 

objective function which is weighted squared sum 

of errors between time moments/Markov 

parameters of HODIS and those of model is 

minimized using Luus Jaakola algorithm. The 

proposed method is validated by a numerical 
example. 

 

APPENDIX I  

Interval Arithmetic  

The rules of interval arithmetic [17] are defined 

as follows: 

Suppose, [ ],c cc  and [ ],d dd  are two 

intervals. 

Addition: 

[ , ] [ , ] [ , ]c c d d c d c dc d  

Subtraction: 

[ , ] [ , ] [ ],c c d d c d c dc d  

Multiplication: 

[ , ][ , ]

[min( , , , ),

max( , , , )]

c c d d

c d c d c d c d

c d c d c d c d

c d

 

Division: 

/ [ , ] / [ , ] [ , ] / [1/ ,1/ ];

/ [ , ] / [ , ] 1

c c d d c c d d

d d d d

c d

d d
 

 

APPENDIX II  

Kharitonov Polynomials 

Consider a family of real interval polynomials 

[28]: 
1

0 1 1

0 0 1 1

( )

[ , ] [ , ] [ , ]

n n

n n

n

n n

D z z z z

z z

3

3
 

The four Kharitonov polynomials associated with 

( )D z  are given as: 
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2 3 4

1 0 1 2 3 4( )D z z z z z 3  

2 3 4

2 0 1 2 3 4( )D z z z z z 3  

2 3 4

3 0 1 2 3 4( )D z z z z z 3  

2 3 4

4 0 1 2 3 4( )D z z z z z 3  

 

APPENDIX III  

ISE of Impulse Response 

The integral-squared-error (ISE) for impulse 

responses between ( )nG z  and ( )rG z is obtained as 

11 1
( ) ( )

2
J E z E z dz

i z
 

where 

( ) ( ) ( )n rE z G z G z 

( )
, 1,2, ,4.

( )

p

q

B z
p q

A z
3  

Each of ( )pB z  and ( )qA z  represents four 

Kharitonov polynomials (Appendix II). 

The ISE can recursively [29],[13] be obtained as 
2

00 0

( )1
jn
j

n j
j

B
J

A A
 

where n  is the order of error signal ( )E z  and 
0

nA , 

j

jB , and 
0

jA  are defined in [29]. 

The best-case ISE [30] is obtained as 

, 1, ,4
min ( , )best case p q

p q
ISE J B A

3
 

 

REFERENCES 
[1] Y. Shamash, ñStable reduced order models using Pad® 

type approximation,ò IEEE Trans. Auto. Cont., vol. 19, 

pp. 615-616, 1974. 

[2] M. Aoki, ñControl of large-scale dynamic systems by 

aggregation,ò IEEE Trans. Auto. Cont., vol. 13, pp. 246-

253, 1968. 

[3] N. K. Sinha, and B. Kuszta, ñModeling and identification 
of dynamic systems,ò New York: Van Nostand Reinhold, 

pp. 133-163, 1983. 

[4] M. F. Hutton, and B. Friedland, ñRouth approximations 
for reducing the order of linear time-invariant systems,ò 

IEEE Trans. Autom. Control, vol 20, pp. 329-337, 1975. 

[5] Y. Shamash, ñModel reduction using the Routh stability 
criterion and the Padé approximation technique,ò Int. Jr. 

Control, vol. 21, pp. 475-484, 1975. 

[6] S. Rao, S. S. Lamba, and S. V. Rao, ñRouth-approximant 

time-domain reduced-order modelling for single-input 

single-output systems,ò IEE Proc., Control Theory Appl., 

vol. 125, pp. 1059-1063, 1978. 

[7] Singh, D. Chandra, and H. Kar, ñImproved Routh-Padé 

approximants: a computer-aided approach,ò IEEE Trans. 

on  Automatic Control, vol. 49, no. 2, pp. 292-296, 2004. 

[8] V. Singh, D. Chandra, and H. Kar, ñOptimal Routh 

approximants through integral squared error minimisation: 

computer-aided approach,ò IEE Proceedings-Control 

Theory and Applications, vol. 151, no. 1, pp. 53-58, 2004. 

[9] S. K. Mittal, and D. Chandra, ñStable optimal model 
reduction of linear discrete time systems via integral 

squared error minimization: computer-aided approach,ò 

Jr. of Advanced Modeling and Optimization, vol. 11, no. 

4, pp. 531-547, 2009. 

[10] S. K. Mittal, D. Chandra, and B. Dwivedi ñImproved 

Routh-Pade approximants using vector evaluated genetic 

algorithm to controller design,ò Jr. of Advanced Modeling 

and Optimization, vol. 11, no. 4, pp. 579-588, 2009. 

[11] G. A. Baker, ñEssenstials of Pad® approximants,ò New 
York: Academic, 1975. 

[12] G. A. Baker, and P. R. Graves-Morris, ñPad® 

approximants, Part-II: Extensions and Applications,ò 

London: Addison-Wesley, 1981. 

[13] Y. Choo, ñSuboptimal bilinear Routh approximant for 

discrete systems,ò ASME Jr. of Dynamic systems, 

measurement, and control, vol. 128, pp. 742-745, 2006. 

[14] B. Bandyopadhyay, O. Ismail, and R. Gorez, ñRouth-Padé 

approximation for interval systems,ò IEEE Trans. Auto. 

Cont., vol. 39, no. 12, pp. 2454-2456, 1994. 

[15] Y. Dolgin, and E. Zeheb, ñOn Routh-Padé model 

reduction of interval systems,ò IEEE Trans. on Auto. 

Control, vol. 48, no. 9, pp. 1610-1612, 2003. 

[16] B. Bandyopadhyay, A. Upadhye, and O. Ismail, ñ 

Routh approximation for interval systems,ò IEEE Trans. 

on Automatic Control, vol. 42, no. 8, pp. 1127-1130, 

1997. 

[17] G. V. K. R. Sastry, G. Raja, and P M. Rao, ñLarge scale 
interval system modeling using Routh approximants,ò IET 

Journal, vol. 36, no. 8, pp. 768-769, 2000. 

[18] O. Ismail, and B. Bandyopadhyay, ñModel reduction of 

linear interval systems using Pad® approximation,ò  IEEE 

International Symposium on Circuits and Systems 

(ISCAS), vol.2, pp. 1400 ï 1403, 1995. 

[19] V. P. Singh, and D. Chandra, ñRouth approximation based 

model reduction using series expansion of interval 

systems,ò IEEE Inter. Conf. on Power, Control & 

Embedded Systems (ICPCES), pp. 1-4, 2010. 

[20] O. Ismail, B. Bandyopadhyay, and R. Gorez, ñDiscrete 
interval system reduction using Padé approximation to 

allow retention of dominant poles,ò IEEE Trans. on 

Circuits and Systems_I: Fundamental theory and 

applications, vol. 44, no. 11, pp.1075-1078, 1997. 

[21] K. Sinha, and J. Pal, ñSimulation based reduced order 

modeling using a clustering technique,ò Comput. Elect. 

Eng., vol. 16, no. 3, pp. 159-169, 1990. 

[22] B. Vishwakarma, and R. Prasad, ñClustering method for 

reducing order of linear system using Pade 

approximation,ò IETE Journal of Research, vol. 54, no. 5, 

pp. 326-330, 2008. 

[23] W. T. Beyene, ñPole-clustering and rational-interpolation 

techniques for simplifying distributed systems,ò IEEE 

Trans. on Circuits and Systems-I: Fundamental Theory 

and Applications, vol. 46, no. 12, pp.1468-1472, 1999. 

[24] C. Hwang, and Y. P. Shih, ñOn the time moments of 

discrete systems,ò Int. J. Contr., vol. 34, pp. 1227-1228, 

1981. 

[25] Y. Shamash, ñContinued fraction methods for the 

reduction of discrete-time dynamic systems,ò Int. J. 

Contr., vol. 20, pp. 267-275, 1974. 

[26] R. Luus and T. H. I. Jaakola, ñDirect search and 

systematic reduction of size of search region,ò AIChE J., 

vol. 19, pp. 760-766, 1973. 

[27] V. Singh, ñObtaining Routh-Pade approximants using the 

Luus-Jaakola algorithm,ò IEE Proceedings - Control 

Theory and Applications, vol. 152, no. 2, pp. 129-132, 

2005. 

[28] V. L. Kharitonov, ñAsymptotic stability of an equilibrium 
position of a family of system of linear differential 

equation,ò DifferentialôNye Uravenia, vol. 14, pp. 1483-

1485, 1978. 

[29] K. J. Astrom, E. I. Jury, and R. G. Agniel, ñA numerical 

method for evaluation of complex integrals,ò IEEE Trans. 

on Auto. Contr., vol. 15, pp. 468-471, 1970. 

[30] C.-C. Hsu, and C.-H. Yu, ñDesign of optimal controller 

for interval plant from signal energy point of view via 

evolutionary approaches,ò IEEE Trans. On Systems, 

Manand Cybernetics-Part B: Cybernetics, vol. 34, no. 3, 

pp.1609-1617, 2004. 

http://ieeexplore.ieee.org/search/srchabstract.jsp?tp=&arnumber=520409&queryText%3Dinterval+system%26searchWithin%3Dbandyopadhyay%26openedRefinements%3D*%26searchField%3DSearch+All
http://ieeexplore.ieee.org/search/srchabstract.jsp?tp=&arnumber=520409&queryText%3Dinterval+system%26searchWithin%3Dbandyopadhyay%26openedRefinements%3D*%26searchField%3DSearch+All
http://ieeexplore.ieee.org/search/srchabstract.jsp?tp=&arnumber=520409&queryText%3Dinterval+system%26searchWithin%3Dbandyopadhyay%26openedRefinements%3D*%26searchField%3DSearch+All
http://ieeexplore.ieee.org/search/srchabstract.jsp?tp=&arnumber=520409&queryText%3Dinterval+system%26searchWithin%3Dbandyopadhyay%26openedRefinements%3D*%26searchField%3DSearch+All


PRATIBHA: INTERNATIONAL JOURNAL OF SCIENCE, SPIRITUALITY, 

BUSINESS AND TECHNOLOGY (IJSSBT), Vol. 1, No.1, March 2012 

ISSN (Print) 2277ð7261 

8 

 

 

 
 

 

 
 

 

 
 

 

 
 

 

 
 

 

 
 

 

 
 

 

 
 

 

 
 

 

 

 
 

 

 
 

 

 
 

 

 
 

 

 
 

 

 
 

 

 
 

 

 
 

 

 
 

 

  



PRATIBHA: INTERNATIONAL JOURNAL OF SCIENCE, SPIRITUALITY, 

BUSINESS AND TECHNOLOGY (IJSSBT), Vol. 1, No.1, March 2012 

ISSN (Print) 2277ð7261 

9 

 

Continuous Wavelet Transform for Discrimination between 

Inrush and Fault Current Transients in Transformer  
 

S. R. Paraskar
1
, M. A. Beg

2
, G. M. Dhole

3
  

1,2,3Department of Electrical Engineering, S.S.G.M. College of Engineering Shegaon. (M.S.), 44203, India.  
1srparaskar@ gmail.com, 2beg_m_a@rediffmail.com, 3gmdhole@gmail.com

 
 

Abstract: This paper presents the 

characterization of fault transient in 

transformer using Continuous wavelet 

transform (CWT). This characterization will 

add the diagnostic of internal fault in 

transformer. The detection method can provide 

information of internal tu rns to turns fault in 

winding. CWT analysis provides discrimination 

of inrush current and fault from terminal 

parameter. This will add advance concept of on 

line monitoring of transformer from terminal 

quantity.  

 

Keywords: Continuous wavelet transform (CWT), 

inrush, turns to turns fault, transformer. 

 

I.  INTRODUCTION  

 
The trends towards a deregulated global 

electricity market has put the electric utility under 

severe stress to reduce operating costs, enhance the 

availability of generation, transmission and 

distribution equipment, and improve supply of 

power and service to customers. Using efficient 
methods of detection and classification of 

transients will help the utilities to accomplish these 

objectives.  

Transformers are essential and important 

elements of power systems and whose unexpected 

outage can cause the total disruption of electrical 

supply and subsequent major economic loss. 

Hence, detection and classification of faults 

through certain intelligent procedure can provide 

early warning of electrical failure and could 

prevent catastrophic losses. 
Fault detection in transformer has been 

conducted in several manners. The existing 

methods can be classified in following major 

groups like Electrical Based Technique and Oil 

Based Technique. The electric based methods 

decide the condition of transformer by means of 

differential relaying techniques, and oil based 

technique is mainly represented by Dissolved gas 

Analysis (DGA). The fault diagnosis with this 

procedure requires complex and, expensive sensors  

capable of detecting the different gases dissolved 

in transformer oil as a consequence of failure. 
 

 

 

Several industrial methods exits for online and 

offline fault diagnosis of transformer, but all of 

them are expensive, complex and time consuming. 

To take the diagnostic decisions, transformer fault 
must be characterized by analyzing quantities of 

data, which could be generated through computer 

simulation or field experiments. 

The power transformer protection is one of the 

critical issues in power system. Since minimization 

of frequency and duration of unwanted outages, is 

very desirable, this high demand imposed on 

power transformer protective relays; this includes 

the requirement of dependability associated with 

no false tripping and operating speed associated 

with short fault clearing time. 

One of the main concerns in protecting this 
particular component of power system lies in the 

accurate and rapid discrimination of magnetizing 

inrush current from other different faults. This is 

because the magnetizing inrush current, which 

occurs during the energizing the transformers, 

generally results in several times full, load current 

and therefore can cause mal operation of relay. 

Such mal operation of a differential relays can 

affect both reliability and stability of the whole 

power system. 

Traditionally transformer protection methods that 
use its internal behavior are based on differential 

protection and the studies for improvement of 

transformer protection have focused on 

discrimination between internal short circuit faults 

and inrush currents in transformer, [4], [5]. 

But incipient faults in equipment containing 

insulation material are also very important. 

Detection of these types of faults can provide 

information to predict failure ahead of time. The 

major cause of incipient faults is the deterioration 

of insulation in the electrical equipment. When the 

condition of system equipment degrades because 
of electrical, thermal or chemical effects, 

intermittent incipient fault begin to persist in the 

system, leading to more frequent outages degraded 

the quality of service and eventually longer 

outages. Until finally a catastrophic failure occurs 

and service cannot be restored until the source of 

failure is repaired [6]. 

The basic philosophy of protective device 

is different for incipient faults than for short 

circuits. The classical short circuit methods can not 

detect incipient faults by using the terminal 
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behavior of transformer unless a major arcing fault 

occur that will be detected by protective device 

such as fuse and relay protection. 

Since incipient faults develop slowly 

there is a time for careful observation and testing. 

Conventional protective device cannot detect these 

faults. Supplementary protective system and 

methods, which may not be based on terminal 
behavior of transformers, are needed for power 

system transformer [5]. 

Over the years various incipient fault 

detection techniques, such as dissolved gas 

analysis and partial discharge analysis [15] have 

been successfully applied to large power 

transformer fault diagnosis. On line condition 

monitoring of transformers can give early warning 

of electrical failure and could prevent catastrophic 

losses. Hence a powerful method based on signal 

analysis should be used in monitoring. This 

method should discriminate between normal and 
abnormal operating cases that occur in distribution 

system related to the transformers such as external 

faults, internal faults, magnetizing inrush, load 

changes, aging, arcing, etc. 

There have been several methods based 

on time domain and frequency domain techniques. 

In previous study researchers have used Fourier 

Transform or Windowed Fourier Transform. Since 

FT gives only frequency information of signal, 

time information is lost. In Windowed FT or short 

time FT has the limitation of a fixed window 
width, so it does not provide good resolution in 

both time and frequency. A wide window, for 

example gives good frequency resolution but poor 

time resolution, where as a narrow window gives 

good time resolution but poor frequency 

resolution. Wavelets on the other hand provide 

greater resolution in time for high frequency 

components of a signal and greater resolution in 

frequency components of signal. In a sense 

Wavelet have a window that automatically adjusts 

to give the appropriate resolutions. Therefore in 
recent studies Wavelet transform based methods 

have been used for analysis of characteristics of 

terminal current and voltages, [4], [8]. 

Traditional Fourier analysis, which deals 

with periodic signals and has been the main 

frequency domain analysis tool in many 

applications, fails to describe the eruptions 

commonly existing in transient processes such as 

magnetic in rush and incipient faults. 

The Wavelet transform (WT) on the other hand 

can be useful in analyzing the transient 

phenomenon associated with the transformer 
faults. 

 

II.   METHODOLOGY/METHODS  IN  

DETAILS  

A case study on custom built transformer 

will be presented in this paper. The laboratory 

experimental works will focuses mainly on the 

inter turn short circuits in the transformer and 

inrush currents. The acquired data will be analyzed 
as per the fundamentals of signal processing. The 

probable and possible methods are briefly 

discussed below. 

 

A. Fourier Transform  

It is well known from Fourier theory that 

a signal can be expressed as the sum of a, possibly 

infinite, series of sines and cosines. This sum is 

also referred to as a Fourier expansion. The main 

disadvantage of a Fourier expansion is that it has 

only frequency resolution and no time resolution. 

This means that although we might be able to 
determine all the frequencies present in a signal, 

we do not know when they are present. To 

overcome this problem in the past decades several 

solutions have been developed which are more or 

less able to represent a signal in the time and 

frequency domain at the same time. 

The idea behind these time-frequency 

joint representations is to cut the signal of interest 

into several parts and then analyze the parts 

separately. It is clear that analyzing a signal this 

way will give more information about the when 
and where of different frequency components, but 

it leads to a fundamental problem as well: how to 

cut the signal? Suppose that we want to know 

exactly all the frequency components present at a 

certain moment in time. We cut out only this very 

short time window using a Dirac pulse [2], 

transform it to the frequency domain and ... 

something is very wrong. The problem here is that 

cutting the signal corresponds to a convolution 

between the signal and the cutting window. Since 

convolution in the time domain is identical to 
multiplication in the frequency domain and since 

the Fourier transform of a Dirac pulse contains all 

possible frequencies the frequency components of 

the signal will be smeared out all over the 

frequency axis. (Please note that we are talking 

about a two-dimensional time-frequency transform 

and not a one-dimensional transform.) In fact this 

situation is the opposite of the standard Fourier 

transform since we now have time resolution but 

no frequency resolution whatsoever. The 

underlying principle of the phenomena just 

described is due to Heisenberg's uncertainty 
principle, which, in signal processing terms, states 

that it is impossible to know the exact frequency 

and the exact time of occurrence of this frequency 

in a signal. In other words, a signal can simply not 
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be represented as a point in the time-frequency 

space. The uncertainty principle shows that it is 

very important how one cuts the signal. The 

wavelet transform or wavelet analysis is probably 

the most recent solution to overcome the 

shortcomings of the Fourier transform. In wavelet 

analysis the use of a fully scalable modulated 

window solves the signal-cutting problem. The 
window is shifted along the signal and for every 

position the spectrum is calculated. Then this 

process is repeated many times with a slightly 

shorter (or longer) window for every new cycle. In 

the end the result will be a collection of time-

frequency representations of the signal, all with 

different resolutions. Because of this collection of 

representations we can speak of a multiresolution 

analysis.  

In the case of wavelets we normally do not 

speak about time-frequency representations but 

about time-scale representations, scale being in a 
way the opposite of frequency, because the term 

frequency is reserved for the Fourier transform. 

Since from literature it is not always clear what is 

meant by small and large scales, I will define it 

here as follows: the large scale is the big picture, 

while the small scales show the details. Thus, 

going from large scale to small scale is in this 

context equal to zooming in. 

Following sections presents the wavelet 

transform and develop a scheme that will allow us 

to implement the wavelet transform in an efficient 
way on a digital computer.   

 

B. The continuous Wavelet Transform 

The continuous wavelet transform was developed 

as an alternative approach to the short time 

Fourier transforms to overcome the resolution 

problem. The wavelet analysis described in the 

introduction is known as the continuous wavelet 

transform or CWT. More formally it is written as: 

 

--(1) 
 

Where * denotes complex conjugation. This 

equation shows how a function f(t) is decomposed 

into a set of basis functions , called the wavelets. 

The variables s and, scale and translation, are the 

new dimensions after the wavelet transform. For 

completeness sake (2) gives the inverse wavelet 

transform.  

 

------------- (2) 

 

The wavelets are generated from a single basic 

wavelet ɣ (t), the so-called mother wavelet, by 

scaling and translation: 

 

------ (3) 

 

In (3)  s  is the scale factor, Ű is the translation 

factor and the factor  s-1/2  is for energy 
normalization across the different scales. It is 

important to note that in (1), (2) and (3) the 

wavelet basis functions are not specified. This is a 

difference between the wavelet transform and the 

Fourier transform, or other transforms. The theory 

of wavelet transforms deals with the general 

properties of the wavelets and wavelet transforms 

only. It defines a framework within one can design 

wavelets to taste and wishes. 

 

C. Wavelet Properties 
The most important properties of wavelets are 

the admissibility and the regularity conditions and 

these are the properties which gave wavelets their 

name.  

Functions ɣ (t) satisfying the admissibility 

condition 

 

----- (4) 
 

can be used to first analyze and then reconstruct a 

signal without loss of  information. In (4)       ɣ (ɤ 

) stands for the Fourier transform of ɣ(t). The 

admissibility condition implies that the Fourier 

transform of ɣ(t) vanishes at the zero frequency, 

i.e. 

 

---------------- (5) 
 

This means that wavelets must have a band-pass 

like spectrum. This is a very important 

observation, which we will use later on to build an 

efficient wavelet transform. 

A zero at the zero frequency also means that the 

average value of the wavelet in the time domain 

must be zero, 
 

----------------- (6) 

 

and therefore it must be oscillatory. In other words, 

ɣ(t) must be a wave. 
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As can be seen from (1) the wavelet transform 

of a one-dimensional function is two-dimensional; 

the wavelet transform of a two-dimensional 

function is four-dimensional. The time-bandwidth 

product of the wavelet transform is the square of 

the input signal and for most practical applications 

this is not a desirable property. Therefore one 

imposes some additional conditions on the wavelet 
functions in order to make the wavelet transform 

decrease quickly with decreasing scale s. These are 

the regularity Conditions and they state that the 

wavelet function should have some smoothness 

and concentration in both time and frequency 

domains. Regularity is a quite complex concept 

and we will try to explain it a little using the 

concept of vanishing moments. If we expand the 

wavelet transform (1) into the Taylor series at t = 0 

until order n (let ɔ = 0 for simplicity) we get : 

 

 
------------- (7) 

 

Here f (p) stands for the pth derivative of f and 
O(n+1) means the rest of the expansion. Now, if 

we  define the moments of the wavelet by Mp, 

 

----------- (8) 

 

then we can rewrite (7) into the finite development 

 

 
---------- (9) 

From the admissibility condition we already have 

that the 0th moment M0 = 0 so that the first term in 

the right-hand side of (9) is zero. If we now 

manage to make the other moments up to Mn zero 

as well, then the wavelet transform coefficients (s, 

) will decay as fast as sn+2 for a smooth signal f(t). 

This is known in literature as the vanishing 

moments[4] or approximation order. If a wavelet 

has N vanishing moments, then the approximation 

order of the wavelet transform is also N. The 

moments do not have to be exactly zero, a small 

value is often good enough. In fact, experimental 
research suggests that the number of vanishing 

moments required depends heavily on the 

application . Summarizing, the admissibility 

condition gave us the wave, regularity and 

vanishing moments gave us the fast decay or the 

let, and put together they give us the wavelet.  

 

III.  EXPERIMENT  SETUP 

The main component of the experiment setup is 

230V/230V, 50Hz 2KVA single phase 

transformer. The transformer is having 5 tap on 

primary winding, first four tap after each 10turns 
and on secondary having total 27 tap, each of 

10turns. The taps are especially provided for turns 

to turns fault application. The primary winding 

was connected across rated voltage at rated 

frequency. The transformer was loaded at 50% of 

its full load. The application of fault on primary, 

secondary and both winding was done with the 

help of external contactor.  

 

A portable data acquisition system was used to 

collect the instant of faulted samples. The primary 

and secondary current and voltage were measured 
with help of current transformer (CT) and Potential 

transformer (PT), suitable for data acquisition 

system. The current and voltage signal were 

recorded at sampling rate of 10000 sample/s. The 

experimental circuit and labortory set up is as 

shown in Fig. 2(a) and Fig. 2(b). 

 

 
 

Fig No. 2(a) Experimental Circuit 

 

 

 

 

 
 

 

 

 

 

 

 

 
 
 

Fig No. 2(b) Laboratory Setup 
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IV.  RESULTS AND DISCUSSION 

 

A. Inrush Transients 

 

When a transformer is de-energized, a 

permanent magnetization of the core remains due 

to hysteresis of the magnetic material. This 

ñresidual fluxò is influenced by the transformer 

core material .When a transformer is energized the 
instantaneous magnitude of core flux at the instant 

of energization is the residual flux. The amount of 

offset of the sinusoidal flux generated by the 

applied voltage depends upon the point of voltage 

wave where the transformer is energized. The core 

flux can therefore reach a value double the normal 

flux plus residual flux. The most severe case where 

energization at voltage zero, the peak transient 

core is more than two time higher than the peak 

normal core flux. Experimental readings for inrush 

current are taken accordingly. Fig.3. Shows CWT 

of Inrush current. 
 

 

 

 

 

 

 

 

 

 

 
 
 

 
 
 
 
 
 
 
 

Fig No. 3 CWT of Inrush current. 

 

B. Internal Short Circuit Transient 
Internal fault are the fault that occurs within 

protective zone and protective scheme suppose to 

sense the fault and take action on it. Internal fault 

is generally turns to turns short circuit fault.  

Fig.4. shows the CWT result from turns to turns 

fault on primary side. The fault was created with 

help of external contactor. The turns to turns fault 

was done between 10 to 20 turns of primary 

winding on rated voltage and loaded condition.  

 

 
 

Fig. No. 4 CWT for Interturn fault 

 

V. CONCLUSION 

This paper presents a new approach for 

discrimination between inrush current and internal 

faults in power transformer by pattern recognition 

technique using CWT. The CWT gives the 

contours for inrush current and internal fault very 

distinctly. The obtained results clearly show that 
the scheme can provide accurate discrimination 

between Inrush and fault condition in transformer. 

The online implementation of this technique needs 

to be explored using suitable artificial intelligence 

method.  
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