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PRATIBHA: INTERNATIONAL JOURNAL OF SCIENCE, SP IRITUALITY,
BUSINESS AND TECHNOLOGY (IJSSBT) is aresearchournal publishedoy Shram
Sadhana B 0 mbCOYLEGE rott £NGINEERING & TECHNOLOGY,
Bambhori, Jalgaon (MAHARASHTRA, INDIA). College was founded by
PRESIDENT, GOVT. of INDIA, Honorable Excellencgau. PRATIBHA DEVI
SINGH PATIL.

College is awarded aBest Engineering College of Maharashtra Staig
Engineering Education Foundation Pune in year ATM8

The College has ten fulledged department3.he Under Graduate programs
in 7 courses are accredited by National Board of Accreditation, All India Council
for Technical Education, New Delhi for 5 years with effect from 19/07/2008 vide
letter number NBA/ACCR-414/2004. QMS of the College conforms to ISO
9001:2008 and is certified by JAAZ under the certificate number: 1017-QMS-
0117.The college has been included in the list of colleges prepared under
Section 2(f) of the UGC Act, 1956 vide letter number F 8-40/2008 (CPP-I) dated
May, 2008 and 12(B) vide letter number F. No. 8-40/2008(CPP-1/C) dated
September 2010. UG courses permanently affiliated to North Maharashtra
University are: Civil Engineering, Chemical Engineering, Computer Engineering,
Electronics and Telecommunication Engineering, Electrical Engineering,
Mechanical Engineering, Information Technology. Two years Post Graduate
courses are Mechanical Engineering in specialization with Machine Design, Civil
Engineering in specialization with Environmental Engineering, Computer
Engineering in specialization with Computer Science and Engineering,
Electronics and Telecommunication in specialization with Digital Electronics.
Civil Engineering Department and Mechanical Engineering Department labs are
registered for Ph.D. Progran8pread over 25 Acres, the campus of the college is
beautifully located on the bank of River Girna.

The Intenational Journal of Science, Spirituality, Business and Technology
(IJSSBT) is an excellent, intellectual, peer reviewed journal that takes scholarly approach
in creating, developing, integrating, sharing and applying knowledge about all the fields
of study in Engineering, Spirituality, Management and Science for the benefit of
humanity and the profession.

The audience includes researchers, managers, engicaetsulum designers
administratoras well as developers.



AIM AND SCOPE

Our philosophy is to map new frontiers in emerging and developing technology areas in research,
industry and governance, and to link with centers of excellence worldwide to provide
authoritative coverage and references in focused and specialist Tibklfournal presentsts
readerswith broad coverageacrossall branchesof Engineering,ManagemenSpirituality and
Scienceof thelatestdevelopmenandapplications.

All technical or research papers and research results submitted to I[JSSBT sharigihbe
in nature. Contributions should be written for one of the following categories:

Original research

Short Articles on ongoing research
Preliminary Findings
Technical Reports / Notes

arwbdE

Research Review / Systematic Literature Review

IJSSBT publisheson the following topics but NOT LIMITED TO:

SCIENCES
+ Computational and industrial + Atrtificial intelligence
mathematics and statistics, and other + Neural processing
related areas of mathematical sciences 4 Nuclear and particle physics
+ Approximation theory + Geophysics
+ Computation + Physics in medicine and biology
+ Systems control + Plasma physics
+ Differential equations and dynamical + Semicondator science and

systems

Financial math

Fluid mechanics and solid mechanics
Functional calculus and applications
Linear and nonlinear waves
Numerical algorithms

Numerical analysis

Operations research

Optimization

Probability and stochastic processes
Simulation

Statistics

Wavelets and wavelet transforms
Inverse problems
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technology

Wireless and optical communications
Materials science

Energy and fuels

Environmental science and
technology

Combinatorial chemistry
Natural products

Molecular therapeutics
Geochemistry

Cement and concrete research,
Metallurgy

Crystallography and
Computeraided materials design

COMPUTER ENGINEERING AND INFORMATION TECHNOLOGY

Information Systems

e-Commerce

Intelligent Systems

Information Technology
e-Government

Languageand Search Engine Design
Data Mining and Web Mining

Cloud Computing
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Distributed Computing
Telecommunication Systems
Artificial Intelligence

Virtual Business and Enterprise
Computer Systems

Computer Networks

Database Systems and Theory
Knowledge Management
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Computational Intelligence
Simulation and Modeling
Scientific Computing and HPC

+
+

Embedded Systems
Control Systems

ELECTRONICS AND TELECOMMUNICATION ENGINEERING

3D Vision

3D TV

Biometrics

Graphbased Methods

Image and video indexing and
database retrieval

Image and video processing
Imagebased modeling

Kernel methods

Modekbased vision approaches
Motion Analysis
Non-photorealistic animation and
modeling

Object recognition

Performance evaluation
Segmentation and grouping
Shape representation and analysis
Structural pattern recognition
Computer Graphics Systems and
Hardware

Rendering Techniques and Global
lllumination

RealTime Rendering

Fast Algorithms

Fast Fourier Transforms

Digital Signd Processing

Wavelet Transforms

Mobile Signal Processing
Statistical Signal Processing
Optical Signal Processing

Data Mining Techniques

Motion Detection

Contentbased Image retrieval
Video Signal Processing
Watermarking

Signal Identification

Detection and Estimation of Signal
Parameters
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Nonlinear Signals and Systems
Signal Reconstruction
Time-Frequency Signal Analysis
Filter Design and Structures
Spectral Analysis

Adaptive and Clustering Algorithms
Fast Fourier Transforms

Virtual, Augmented and Mixed
Reality

Geometric Computing and Solid
Modeling

Game Design and Engine
Development

3D Reconstruction

GPU Programming

Graphics and Multimedia

Image Processing

Interactive Environments
Software and Web accessibility
Graphcs & Perception
Computational Photography
Pattern recognition and analysis
Medical image processing
Visualization

Image coding and compression
Face Recognition

Image segmentation

Face recognition

Radar Image Processing

Sonar Image Processing

Signal Identification
Superresolution imaging

Signal Reconstruction

Filter Design

Adaptive Filters

Multi-channel Filtering

Noise Control

Control theory and practice

CIVIL ENGINEERING

Geotechnical

Structures

Transportation

Environmental Engineering
Earthquakes

Water Resources

Hydraulic and Hydraulic Structures

Construction Management, and
Material

Structural mechanics

Soil mechanics and Foundation
Engineering

Coastal engineering and River
engineering
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Ocean Engineering
Fluid-solid-structure interactions,
offshore engineering and marine
structures

-

+
+

Constructional management and other
civil engineering relevant areas
Surveying

Transportation Engineering

CHEMICAL ENGINEERING

Organic Chemistry
Inorganic Chemistry
Physical Chemistry
Analytical Chemistry
Biological Chemistry
Industrial Chemistry
Agricultural & Soil Chemistry
Petroleum Chemistry
Polymers Chemistry
Nanotechnology

Green Chemistry

Forensic

Phobchemistry
Computational

Chemical Physics

Chemical Engineering
Wastewater treatment and engineering
Biosorption

Chemisorptions

Heavy metal remediation

+
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Phytoremediation

Novel treatment processes for
wastewaters

Land reclamation methods

Solid wastdreatment

Anaerobic digestion

Gasification

Landfill issues

Leachate treatment and gasification
Water and WastewateMinimization
Mass integration

Emission Targeting

Pollution Control

Safety and LossPrevention
Conceptual Design

Mathematical Approach

Pinch Technology

Energy Audit

Production TechnicalKnowledge

ELECTRICAL ENGINEERING

Power Engineering

Electrical Machines
Instrumentation and control
Electric Power Generation
Transmission and Distribution
Power Electronics

Power Quality & Economic
Renewable Energy

-

-+

Electric Traction, Electromagnetic
Compatibility and Electrical
Engineering Materials

High Voltage Insulation Technologies
High Voltage Apparatuses

Lightning Detection and Protection
PowerSystem Analysis, SCADA and
Electrical Measurements

MECHANICAL ENGINEERING

Fluid mechanics

Heat transfer

Solid mechanics

Refrigeration and air conditioning
Renewable energy technology
Materials engineering

Composite materials

Marine engineering

Petroleum and mineral resources
engineering
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Textile engineering
Leather technology
Industrial engineering
Operational research
Manufacturing processes
Machine design

Quality control
Mechanical maintenance
Tribology



MANAGEMENT

+ Accounting and Finance + Information technology

+ Marketing + Business Economics

+ Operations Management + Public Sector management

+ Human resource management + Organizational behavior

+ Management Strategy + Research methods

SPIRITUALITY

+ Relevance of Science & Spirituality in + Spritual Wisdom in disaster
decision & Policy making management

+ Rigors in Scientific Research & + TechnoeSpiritual aspects of
Insights from Spiritual wisdom development

+ Dividends from Scientific research &
Spiritual Temper

+ Molecular biology and the chemistry
of biological process to aquatic and
earth environmental aspects as well as
computatimal applications

+ Policy and ethical issues directly

related to Biotechnology

Molecular biology

Genetic engineering

Microbial biotechnology

+

BIO-TECHNOLOGY

Plant biotechnology

Animal biotechnology
Marine biotechnology
Environmental biotechnology
Biological processes
Industrial applications
Bioinformatics

Biochemistry of the living cell
Bioenergetics
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IJSSBT prides itself in ensuring the high quality and professional standards.
All submitted papers are to be peetrreviewed for ensuring theirqualities.

Frequency

Page charges
ISSN

Subject Category
Published by

: Two issues per year

: There are no page charges to individuals or institutions.

. 22777261 (Print version)

: Science, Engineering, Business and Spirituality

: Shram SadhanaBombg t rust s Coll ege of E

Technology, Bambhori, Jalgaon

REQUIREMENTS FOR MANUSCRIPT PREPARATION

The following information provides guidance in preparing manuscript for IJSSBT.

e Papers are accepted only in English.

e Papers of original research, research review/systematic literature review, short articles on
ongoing research, preliminary findings, and technical reports/sbtadd not exceed 15
typeset, printed pages.

e Abstractsof 150200 words are required for all papers submitted.

e Each paper should have three to lsdywords Section headings should be concise and
numbered sequentially as per the following format.

e All the authors (maximum three authors) of a paper should include their full names,
affiliations, postal address, telephone and fax numbers and email addresscomethe
page of the manuscript as per following format. One author should be identified as the
Correspondindiuthor.



http://journalauthors.tandf.co.uk/preparation/writing.asp
http://journalauthors.tandf.co.uk/preparation/writing.asp

e Biographical notes on contributors are not required for this journal.

e For all manuscripts nediscriminatory language is mandatory. Sexastracist terms
should not be used.

e Authors must adhere ®l_units. Units are nottalicized

e The title of the paper should be concise and definitive (with key words appropriate for
retrieval purposs).

Manuscript Format

Document TheManuscript should be prepared in English language by using MS
Word (.doc format). An IJSSBT paper should not exceed 15 typeset,
printed pages including referencéigures and abstract etc.

Paper : UseAdtypgpaper pabe. 68npR7n
Paper format: two columns with equal width and spacing of
0. 25n;.

Margins : Leave margins of article 1.3" at the left and for top, bottom, and right

sides 1n.
Font Size & Style 10 PointTimes new roman, and typed in single space, Justified.
Title Page

e Title of the paper should be in bold face, Title case: font size 16, Times New Roman,
centered.

o Name of the authors in normal face, Title case: font size 11 italic, Times New Roman.

e Addresses andffiliations of all authors: normal face, title case font size 10, Times New
Roman.

e Email address: normal face, lower case font size 10, Times New Roman.

Abstract (Font size 10, bold face)
Abstract should be in brief and structured. Hbstract should tell the context, basic procedure,
main findings and principal conclusions. It should emphasize new aspect of study or research.
Avoid abbreviation, diagram and references in abstract. It should be single spaced and should not
exceed moreian 200 words.
Keywords:(Font size 10, bold face, italic)

I. INTRODUCTION (Font size 10, bold face)
Provide background, nature of the problem and its significance. The research objective is often
more sharply focused when stated as a question. Botnaheand secondary objectives should
be clear. It should not include data or conclusions from the work being reported.
All Main Heading with Roman numbers (Font size 10, bold face)
With Subheadingof( Font si ze 10, bold facmbering)i tl e Case

Picture / Figure : Pictures and figures should be appropriately included in the


http://www.bipm.org/en/si/

main text, e.g. Fig No. 1 (Font size 9).

Table format : Font: Times New Roman, font size: 10
e.g. Table No. 1 (Font size 9)

References (font size 8[imes New Roman)

References should be arranged alphabetically with numbering. References must be complete and
properly formatted. Authors should prepare the references according to the following guidelines.

For a book:

References must consist of lastme and initials of author(s), year of publication, title of book
(italicized), publishero6s name, and total page
[ 1] Name and initial of the Aut hor, ATopic N

numbers, Year of publication.

For a chapter in abook:
References must consist of last name and initials of author(s), year of publication, title of chapter,
title of book (italicized), publisher ds name,

[ 1] Name and initial tilefoft#ewbookRublisher hame, totalgpagesft ¢ h a
of chapter, year of publication.

For a Journal article:

Journals must consist of last name and initials of author(s), year of publication of journal, title of
paper, title of journal (italicized),volume of journal,geanumbers (beginning of articleend of
article).

[ 1] Name and initial tikeobfjourmaevolime & lssue of thefijdurogh i ¢ nar
Page numbers of article, year of publication.

Conference Proceedings:

References must consist of lasinme and initials of author(s), year of publication, title of paper,
indication of the publication as proceedings, or extended abstracts volume; name of the
conference (italicized or underlined), city and state and Country where conference was held,
conffermce sponsor6s name, and pages of the paper.

[1] Name and initial of the Author, title of the paper, Proceedingsje of the conferenc€ity,
State, country, page numbers of the paper, Year of publication.

The title of the journal is italicized and fosize 8, Times New Roman.

Final Submission

Each final full text paper (.doc, .pdf) along with corresponding signed copyright transfer form
should be submitted by email

editor@ijssbt.org

mittalsai@rediffmail.com

Website: www.ijssbt.org/com



S.S.B.T.0 SCOLLEGE OF ENGINEERING & TECHNOLOGY, BAMBHORI,
JALGAON

GOVERNING BODY

Dr. D. R. Shekhawat Chairman

Shri Rajendrasingh D. Shekhawat | Managing Trustee & Member

Shri V. R. Phadnis Member

Shri Jayesh Rathore Member

Mrs. Jyoti Rathore Member

Dr. R. H. Gupta Member

Arch. Shashikant R. Kulkarni Member

Dr. K.S. Wani Principal & Ex-Officio Member Secretary
Shri_S. P. Shekhawat Asstt. Prof. & Member

Shri_Shantanu Vasishtha Asstt. Prof. & Member

LOCAL MANAGEMENT COMMITTEE

Dr. D. R. Shekhawat Chairman

Shri Rajendrasingh D. Shekhawat | Managing Trustee & Member
Shri V. R. Phadnis Member

Dr. R. H. Gupta Member

Arch. Shashikant R. Kulkarni Member

Dr. K.S. Wani Principal & Ex-Officio Member Secretary
Shri S. P. Shekhawat Asstt. Prof. & Member
(Representative of Teaching Staff)

Shri Shantanu Vasishtha Asstt. Prof. & Member
(Representative of Teaching Staff)

Shri S. R. Girase Member

(Representative of NoifT eaching Staff)




EDITOR(S)-IN-CHIEF

Prof. (Dr.) K. S. WANI,

M. Tech. (Chem. Tech.), D.B.M., Ph. D.
LMISTE, LMAFST, MOTAI, LMBRSI
Principal,

S.S.B. T.6s College of Engineering and Tech

P.B. 94, Bambhori,
Jalgaord25001 Maharashtra, India
Mobile No. +919422787643
Phone No. (02572258393,

Fax No. (0257) 2258392,

Email id: wani.kishor@gmail.com

Dr. SHAILENDRA KUMAR MIT TAL

Ph.D. (Electrical Engineering)

Professor

Member IEEE, Senior Member IACSIT, LMISTE

Director- Research and Development

S.S.B. T. 6s Coll egénologyy, Engineering and Tec

P.B. 94, Bambhori,

Jalgaomd25001 Maharashtra, India

Mobile No. +91 9422788382

Phone No. (0257) 2258393,

Fax No. (0257) 2258392.

Email id : editor@ijssbt.org
mittalsai@rediffmail.com

Web Address: www.ijssbt.org/com

EDITORIAL BOARD

Prof. SUBRAMANIAM GANESAN

Director, Real Time & DSP Lab.,

Electrical and Computer Engineering Department,

Oakland University, Rochester, Ml 48309, USA.

IEEE Distinguished Visiting Speaker (20@509) and Coordinator.
IEEE SEM CS chapter Chair, Region 4abS Society Board member
SAE, ASEE, ACM member

Prof. ALOK VERMA
Old Dominion University
Norfolk

Virginia, USA

Prof. EVANGELINE GUTIERREZ
Programme ManageGlobal Science and Technology Forunt.R.td
10 Anson RoagSingapore



Dr. G.P. PATIL

Distinguish Professor of Mathematics Statistics

Director, Center for Statistical Ecology and Environmental Statistics
Editor-in-Chief, Environmental and Ecological Statistics
Department of Statistics

The Pennsylvania State University, USA

Dr. ABAD A. SHAH

ProfessorDepartment of Computer Science & Engineering
University of Engineering and Technology

G. T. Road_ahore, Pakistan

Dr. ANSHUMAN TRIPATHI
Ph.D.

Principal Engineer
VESTAF, SINGAPORE

Dr. MUHAMMAD MASROOR ALI
ProfessorDepartment of Compute3cience and Engineering
Bangladesh University of Engineering and Technology
Dhaka1000, Bangladeshmmasroorali@cse.buet.ac.bd

Dr. RAMESH CHANDRA GOEL
Former Director General
Deharadun Institute of Technology
DeharadunUttarakhad, India

Dr. DINESH CHANDRA

Ph. D.

Professor

Department of Electrical Engineering

Motilal Nehru National Institute of Technology
AllahabadU.P., India

Dr. BHARTI DWIVEDI

Ph. D.

Professor

Department of Electrical Engineering

Government Institute of Engineering & Technology
Luknow, India

Dr. L. A. Patil

Ph. D.

Professor & Head

Dept of Physics

Pratap College Amalner
Jalgaon, India



Dr. M. QASIM RAFIQ

Ph. D. (Computer Engineering)

Professor

Senior Member IEEE (USA)

FIETE, FIE, LMCSI

Department of Computer Engineering

Z.H. College of Engineering & Technology
Aligarh Muslim University (A.M.U.)Aligarh, India

Dr. RAZAULLHA KHAN

Ph. D. (Civil Engineering)

Professor

Department of Civil Engineering

Z.H. College of Engineering & Technology
Aligarh Muslim University (A.M.U.)
Aligarh, India

Dr. K. HANS RAJ

Professor

Department of Mechanical Engineering
Faculty of Engineering

Dayalbagh Educational Institute, Dayalbagh
AGRA-India

Dr. DURGESH KUMAR MISHRA

Professor and Head (CSE), Dean (R&D)

Acropolis Institute of Technology ariResearch, Indore, MP, India
Chairman, IEEE Computer Society, Bombay Chapter
Chairman IEEE MP Subsection

Chairman CSI Indore Chapter

Dr. SUDHIR CHINCHOLKAR
Ph.D. Microbiology

Professor & Head (Microbiology)
N.M.U. University, Jalgaon, India

Dr. M. A. LOK HANDE

Ph. D.

Professor and Head

Department of Commerce

Member Indian Commerce Association

Dr. Babasaheb Ambedkar Marathwada University, Aurangabad, India

Dr. K. K. SHUKLA

Ph.D

Professor

Department of Civil Engineering

Motilal Nehru National Institute ofechnology
Allahabad U.P., India



Dr. RAHUL CAPRIHAN

Ph.D.

Professor

Department of Mechanical Engineering
Faculty of Engineering

Dayalbagh Educational Institute
Dayalbagh, Agra, India

Dr. SATISH KUMAR

Ph. D.

Professor

Department of Electricdtngineering
Faculty of Engineering

Dayalbagh Educational Institute
Dayalbagh, Agra, India

Dr. VED VYAS J. DWIVEDI

Professor (Electronics and Communication Engineering)
Director

Noble Group of Institutions, Junagadh, Gujarat, India
*Editor-in-Chief*

*International Journal on Science and Technology*

Dr. RAM PAL SINGH

Ph.D.

Professor

Department of Civil Engineering

Motilal Nehru National Institute of Technology
Allahabad India

Dr. ANURAG TRIPATHI

Ph.D.

Professor

Department of Electrical Engineering

Govenment Institute of Engineering & Technology
Luknow, India

Dr. (Mrs.) ARUNIMA DE

Ph.D.

Professor

Department of Electrical Engineering

Government Institute of Engineering & Technology
Luknow, India

Dr. A.P. DONGRE

Ph. D.

Department of Management Studies

North Maharashtra University, Jalgaon India



Dr. V. VENKATACHALAM
Principal, The Kavery Engineering College,
Mecheri. Salem District.

Dr. T. RAVICHANDRAN
ResearchSupervisor,

Professor & Principal

Hindustan Institute of Technology
Coimbatore, TamiNadu, India

Dr. BHUSHAN TRIVEDI
Professor & Director, GLS$/1CA, Ahmedabad.

Dr. NEERAJ BHARGAVA
HoD, Department of Computer Science,
MDS University,Ajmer.

Dr. CRISTINA NITA -ROTARU
Purdue University

Dr. RUPA HIREMATH
Director, IIPM, Pune

Dr. A. R. PATEL
HoD, Department of Computer Science,
H. North Gujarat University, Patan. Gujarat

Dr. PRIYANKA SHARMA
Professor,ISTAR, VV Nagar,
Guijarat.

Dr. V.P.ARUNACHALAM
Principal

SNS College of Technology
Sathy Main Road,
Coimbatore 35.

Dr. B. S.AGRAWAL
Gujarat

Dr. SATYEN PARIKH
Professor, Dept of Comp Sci.
Ganpat University, Mehsana. Gujarat.

Dr. P. V. VIRAPARIA
VV Nagar, Gujarat.



Dr. ARUMUGANATHAN

ProfessorDepartment of Mathematics and Computer Applications
PSG College oTechnologyCoimbatore641 004

Tamilnadu, INDIA.

Dr. H. B. BHADKA

Director (I/c)

C. U. Shah College of Master of Computer Application
Campus of C. U. Shah College of Engineering & Technology
Surendranagafhmedabad

Dr. MOHAMMED MUSSADIQ

Ph. D.

Professor & Head, Department of Microbiology,

Shri Shivaji College of Arts, Commerce & Science, Akola.

Dr. ZIA-UL HASAN KHAN

Ph. D.

Professor & Head, Department of Biochemistry,

Shri Shivaji College of Arts, Commerce & Science, Akola.



PUBLICATION SECRETAR Y

SUHAS M. SHEMBEKAR

Assistant Professor

Electrical Engineering Department
SSB.T6s Coll ege of

DHANESH S. PATIL
Assistant Professor
Electrical Engineering Department

Engineer Jaggon@hd) Technol o

E n g i BammbharjUatggon @S Tec hnol o

LOCAL REVIEW COMMITT EE

SSB.T6s Coll ege of
Dr. K. S. Wani

Principal

S. S. B. Tge 6f EngiGeering &
Technology,

Bambhori, Jalgaon

Dr. M. Husain
Professor& Head
Department of Civil Engineering

Dr. I.D. Patil
Professor & Head
Department of BieTechnology

Dr. S.L. Patil
Associate Professor & Head
Department of Applied Science

Dr. M. N. Panigrahi
Professor
Department of Applied Science

Dr. V.R. Diware
Assistant Professor
Department of Chemical Engineering

S.R. Suralkar

Associate Professor & Head
Department of Electronics &
Telecommunication Engineering

J. R. Chaudhary
Associate Professor & Head
Department of Mechanical Engineering

K. P. Adhiya
Associate Professor & Head
Department of Computer Engineering

D. U. Adokar
Associate Professor & Head
Department of Electrical Engineering

S. S. Gharde
Assistant Professor & Head
Department of Information Technology

V. S. Rana
Assistant Professor &ead
Department of Business Administration



PRATIBHA: INTERNATIONAL JOURNAL OF SCIENCE,
SPIRITUALITY, BUSINESS AND TECHNOLOGY

(1IJSSBT)

Table of Contents

Volume 1, No.1, March, 2012

Luus Jaakola Algorithm Based Order ReductionofDi scr et e I nterval Sy
Vinay Pratap Singh, Dinesh Chandra, Robin Rastogi

Continuous Wavelet Transform for Discrimination between Inrush and Fault

Current Transientsin Transformeré é é é é é é ééééééé. é@&éé. . N9 é
S. R. Paraskar, M. A. Beg, G. M. Dhole

Anti-Microbial Susceptibility Patterns of Enterobacteriaceae Isolated from Tertiary
Care Unitesin AkolaCityé ¢ é é ¢ ééééééééééééééé. .. eééld. . .
M. Musaddiqg, and Snehal Nemade

A New U-Shaped Heuristic for Disassembly Line Balancing Problemsé é é é .21
Shwetank Avikaand P. K. Mishra

Modified Cadmium Stannate Nanostructured Thin Films Prepared by Spraying
Technique for the Detection of Chemical Warfareg é é é é é ¢ é éééé . é 28 .

,,,,,,,

M.A.Beg, Dr.M.K.Khedkar, Dr.G.M.Dhole

Study of Profitability and Break-Even Analysis For Glycolytic Depolymerization Of
Poly (Ethylene Terephthalate) (PET) Waste During Chemical Recycling Of Value

,,,,,,,,,,,,,,,,,,,,,,,,

Dr. V.R. Diware, A. S. Goje, Dr. S. Mishra

Effect of Dot (Direct Obsewation Treatment) Therapy on Hepatic Enzymes and

,,,,,,,,,,,,,,,,,,

,,,,,,,,,,,,,,,,,,,

A dimensionless approach for rate of reaeration in river Gangeé é é é é é é . 56. .
R. P. Singh

Short Term Load Prediction Considering the Effect of Temperature as a Weather
Parameter Using a Combinatorial Model of Wavelet and Recurrent Neural

Anand B. Deshmukh, DineshkumarAdlokar

Human Power: An Earliest Sourécéet écdf..6Ener gy
K. S. ZakiuddipH. V. Sondawale, andl. P. Modak



Signal Processing based Wavelet Approach for Fault Detection of Induction

,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,

A.U.JawadekarDr G.M.Dhole S.R.Paraskar

Feature Extraction of Magnetizing Inrush Currents in Transformers by Discrete

,,,,,,,,,,,,,,,,,,,,,,,,,,,

Dr M Husain, Dr K S Wani, and S P Pawar

A new method of speed control of séhree-phase induction motor incorporating the

,,,,,,,,,,,,,,,,,

S. K. Bhartari, Vandana Verma, Anurag Tripathi

Study of Dynamic Performance of Restructured Power System with Asynchronous

,,,,,,,,,,,,,,,

S. K. Pandey, V. P. Singh, P. Chaubey

Performance Analysis of Various Image Compression Techniquést é . é é . .
Dipeeka O. Kukreja, S.R. Suralkah.H. Karode

Discrimination between Atrial Fibrillation (AF) & Normal Sinus Rhythm (NSR)
Using LinearParameterg é ¢ é é é é 6 éééééééééééééééé. 6108
Mayuri J. Patil, Bharati K. Khadse, S. R. Suralkar



oMEGE o,
P e
=P ﬂf“,_%
2
NS
G ls
495N o

BAMBHORI,JALGAON

% PRATIBHA: INTERNATIONAL JOURNAL OF SCIENCE, SPIRITUALITY,
BUSINESS AND TECHNODGY (IJSSBT), Vol. 1, No.1, March 2012
ISSN (Print) 2273 7261

L 2

L 4

Luus Jaakola Algorithm Based Order Reduction of Discrete
Interval Systems

Vinay Pratap Singh Dinesh Chandra Robin Rastogi
L*EED, M. N. National Institute of Technology, Allahaba#i1004, India
*Professor, EED, M. N. National Institute of Technology, Allaha®ati004, India
Emails:vinaymnnit@gmail.com?dinuchandra@rediffmail.confrobinrastogi@gmail.com

Abstract: This paper presents a method for
order reduction of discrete interval systems in
which the denominator of the model is obtained
by poleclustering while the numerator is
derived by retaining first m time
moments/Markov parameters of highorder
discrete interval system as well as minimizing
errors between subsequent n time
moments/Markov parameters of highorder
discrete interval system and model, such thah
+ n =r, wherer is the order of model. Thre
inverse distance measure criterion is used for
pole clustering. The algorithm due to Luus
Jaakola is used for minimization of objective
function which is weighted squared sum of
errors between n time moments/Markov
parameters of highorder discrete interval
system and those of the model. The proposed
method is validated by a worked example.

Kharitonov
Padé

Keywords: Interval system,
Polynomials, Order reduction,
approximants, Poleclustering method.

I. INTRODUCTION

Routh-Padé approximation for order reduction of
high-order continuous interval systems in which
the denominator is obtained by direct truncation of
the Routhtable and the numerator is obtained by
matching the time moments of the higider
interval systemand model. In [20], a method is
presented for obtaining the model of higider
discrete interval system (HODIS) in which the
denominator of model is determined by retaining
dominant poles of the HODIS and the numerator is
obtained by matching firgt time moments of the
HODIS and model. However, in this method only
time moments are considered for obtaining the
model. For good overall response, Markov
parameters should also be considered in addition to
time moments as the transiegttate and steady
state matching depend on Markov parameters and
time moments, respectively.

In this paper, a method for order reduction of
HODIS in which the denominator of the model is
determined [2%]23] by poleclustering and the
numerator is derivedby retaining firstm time
moments/Markov parameters of HODIS as well as
minimizing errors between subsequent time

Various methods have been proposed for ordemoments/Markov parameters of HODIS and

reduction of continuoume and discretéime

model, such thatn + n = r. The Luus Jaakola

systems. Out of these methods, the methods basedgorithm is used for minimization of objective

on power series expansion {1)0] of the system
transfer function have

function which is weighted squared sum of errors

received considerablebetweenn time moments/Markov parameters of

attention of researemns. One of these methods, HODIS and those of the model. The IDM criterion
which is known as Padé approximation [1] hasis used for pole clustering. The brief outline of this
been found to very useful in theoretical physicalpaper is organized as follows: sectibncovers

research [1}]12] due to its simplicity. But the

problem formulatia, sectionlll contains Luus

model obtained using Padé approximation oftenJaakola algorithm, a worked numerical example is

leads to be unstable even though tlghtorder

included in sectioflV to illustrate the method and

system is stable. To overcome this problem, Routlinally, paper is concluded in sectidh

approximant [4] was introduced. However, this

method tends to approximate only Idkequency
behavior of highorder system [13]. Therefore,

Il. PROBLEM FORMULATION

Routh approximant does not always lead to good Consider a HODIS given by the transfer

model. Vaious attempts [5]9] have been made to
improve the Routh approximant method.

Some of the above methods have been applied

for order reduction of higlorder interval systems
[14]-[20]. Bandypadhyayt al.[14] presented

function
G (2= [, 1+[b, b1 z3 { b, b1 2°
! [ag. &l +[a, alz3 H g d 2
1
_N@
- D(2)
where [a,g'] for i=0,13 n are denominator
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coefficients of G,(2 with 3 and a" as lower Z=% as:
and upper bounds of intervala,g’] , o o = .
respectively, andb,b'] for i=0,13 n-1are Gf(z):[é'Ej go']_:f[gl’ g]( ZEl) +3 }

numerator coefficients o6, (2 with b~ and b’ +[& &Rz +3
(expansion around =1)

®)

as lower and upper bounds of interyhl, '],

respectively. - = . o
The transfer functiorG, (2 can also be expanded G (2=[M, M z'+[ M, Bv;] £+3 } ©

in its power seds expansion around=1 and +[|\l‘vﬁ’,M,’5]z’r +3

Z=0 as: (expansion around =)

G.(9=1&o. S+ 41 11( ) +3} @ where[&£, & for i=0,13 are proportional to
+gn, &a1(z-D)"+3 the time moments of model, afdf,M§ for

i =1,23 are Markov parameters of model.

Assuming [E,D*F:E for i=0,13 r-1 ,

G.(D=[ M, M1 Z*+[ M, M] z2+3} @ [EaF-& o i—013 1, (E.5F-g for
+[M;, M1z +3 i=0,13 and[Ne ,MB=M fori=123 ,(7),

(8) and (9) are identified to be, respectivelfd0),
(expansion aroun@ =) (12) and(12).

(expansion aroung =1)

where[¢,&7] for i=0,13 are proportional to t§+bf+3 +b71§71 10
the time moments of HODIS, ar{tl,M,"] for G(@= & +ak+3 +q7ZE (19
i =1,23 are Markov parameters of HODIS. :éEOJFé,lFZ_l)JF?’ e (£1)r +3 (11)

Assuming [b,h]=h for i=013 n-1 ,
[a.g1=g for i=013 n, [{.&1=¢ for
i=0,13 and[M ,M*]=M, fori=1,23 , (1),

(2) and (3) are identified to be, respectivel§d), A. Calculation of Poles of HODIS
(5) and(6).

-z +ME243 oM, £43 (129

Consider interval polynomiaE(2) given by

oy Prhzed o7 @ FE@-le el 8 2300 4 "2 n}zuea

a,+az+3 +3,7
=4, +4(z-1D)+3 +¢£,(z-1)" +3 ©)

=e +6z+3 +e,77'+ 7

=M,z'+M,z°+3 +M_ Zz"+3 (6) The poles [20] of discrete interval polynomial

E(2) are calculated as:
Suppose, it is desired to obtainrgn -order (

r <n) model given by the transfer function Let F be the interval matrix given as
0 1 0 3 0
G (y-1E0 b, Bz b, pF2E 0o 0 13 0
' V[g, afa, Blz83 {a d & @ F=| 4 4 4 6 (19
& (2) 0O 0 0 3 1
(2 € -€ -§ 3 -¢,

where (£,48 for 1-0.13 7 and [, for 1 AT an beriten as o
i=0,13 r - 1are, respectively, denominator and
numerator coefficients oB, (2) .

The transfer functiorG, (2) can also be expanded
in its power series expansion aroumd-1 and

where
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1. .

foj=2 fy+1; B,/ A, k=0

1 =123 n (16)
Afcij =5 fi}r_ f.;

2 t,= ¢ -d k=1(24)
and f;, f; are the lower and upper bounds of
ijth element ofF. ket (ke k-1

C—d)-Dd Tt [H]]t]| k=2
i=1 j=1 =1
The real part}” and imaginary parf” of the ith J
eigenvaluei” of F are given as where
AG(F):[%‘T FC—AFASi ,ﬂlo' E+AF S :| % \V/I E[O,n—l] (25)
! ! G = o
K (F)=[A° R-AFAT' 4 R+AF R |(17) 0 Visn
i=1,23 n
and
where A denotes component wise multiplication A Viel0,n] 5
and elements of matrice8 and T' are given by d =15 (26)
i o . 0 Vizn+l
S =500 bis* b (18)
T, =sgnt,s,; - t,$, Putting ?=z-1 in (22, G(2 then can be
obtained as follows:

where s and t are, respectively, theith

eigenvector and reciprocal eigenvectorFof with

o and o denoting the real and imaginary parts,
respectively.

B. Procedure to Obtain Time Moments of
HODIS and Model

Putting z=?+1 in (4), G(2 becomes
(2 = b, +b(?+1)+ 3+h (2"
a,+a(?+D)+ 3+3a,( 21
_B,+B?+ 3+B , ?

A +A?+ 3+A (20

19

Expansion of (20) through interval arithmetic
(Appendix 1) around?=0 is given as:

G(A)=t, +tt, 2tLL,%®? +éHt‘j "+? (21
i=0

:§o+§1?+§2 2+ _Bgn "P (22)
where
k
¢=][t k=0123 (23
i=0
with

G(D=¢, +$ (z-1)+4, (217 +3 } @7

+4,(z-1)"+3

Therefore, the time moments of HODIS [24]
[25], in terms of, parameters, are

I i=0

T.= < . 28
s (—1)IZ%(TS)'W|1 g @9

i=1,23

where T, is the sampling frequency and; is
defined as

(29

Similarly, time moments of the model are given as
(& i=0
-liEJr = R i 1 . —
' (—1)'2; myw &
[ERL

where T, is sampling frequencyw, is given by

i=123 (30

(29 and 4':’: for i=0,1,23 have the same
meaning as¢, for i=0,,23 in (23 for
HODIS.
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The cluster center using pole clustering

C. Procedure to Obtain Markov Parameters of
HOIS and Model

Expansion of (4) through interval arithmetic
(Appendix 1) aroundZz=o0 is given as:

G(2=w, Zl+w1w2 Z2+wlwp3 Z2+3

n 31
+[Hwijz”+3 D
i=1
=M,z*+M,Zz*+M ,Z°+3 (32
+M,z"+3
where
B,/A, k=0
t,=4c-d k=1 (33)
P/IQ k=2
with
k-1 k—i
P= (Ck_dk)_zdi[ t]J
i-1 j=1
k-1
Ul
1=1
B viepn-1
C =<b, (39
0 vi>n
and
3 vie[o,n]
D ={a, (39
0 Vi=n+1

Hence, the Markov parameters of HODIS are

k
M =[]=s k=123 (36)

Similarly, Markov parameters of the model are
given as

o k
M, =Hz£ k=123 (37

whered?r for i =1,23 have the same meaning as
@, for i =1,23 in (33) for HODIS.

D. Procedure to Obtain Denominator
Polynomial of Model

4

technique [21]23] is obtained by grouping the
poles of HODIS. In this process, separate cluster
partitions should be made for real poles and
complex conjugate poles and then cluster centers
for these cluster partitions are obtained. Each real
cluster center or pair of complex conjugate cluster
centers are, respectively, replaced by real pole or
pair of complex conjugate poles of model,
respectiely. The inverse distance measure (IDM)
criterion is used for clustering the poles of HODIS.
For obtaining rth order model, I cluster
centers should be obtained from cluster
partitions. The steps for IDM criterion follow as:

Step 1: Arrange the poles of HODIS ih cluster
partitions collecting the real and complex
conjugate poles in separate cluster partitions.

Step 2:0btain the cluster centers:
The cluster center for real poles is obtained as

{32

where p© is cluster center of cluster partition
containing k real poles («,,,3 ,&,) oOf

HODIS.
The pair of cluster centers for complex conjugate

poles in the form ofp® + jp' is obtained as

(B
(52

where p® and p' are, respectively, real and
imaginary parts of cluster pap® + jp' in which
| pairs of complex conjugate poles
are

(39)

(39

o tja , aftjay 3, tjg'

grouped.

Step 3:0btain the denominatgr of model:
The denominator polynomidﬁr(z) of rth-order

model is given as
Case 1:If all obtained cluster centers are real

S c
B@=[1, z» (40
Case 2:If one pair of cluster centers is complex
conjugate andr —2) cluster centers are real

BE@= z (o o) 2 ) [(z 00

i=1
(41
Case 3:If all obtained cluster centers are complex
conjugates
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= r/2 N A Let the transfer function [20] of a thiatder

BE@)=]] z( +in") z(®“k) (42 interval system be given as

i=1

The denominator polynomial of the model is G(2) = [8,1013, 4]z+{1, 2]Z
obtained by(40), (41) or (42) depending upon the [0.8,0.85} [4.9,5¢+ [9,9.5F+ [6,6F 46
nature of cluster centers. N(2) (46)
E. Procedure to Obtain Numerator Polynomial D(Z_) ) ) ]
of Model: Suppose, it is desired to obtain a secordker

Once the denominator polynomial of model is (r =2) model given by the transfer function
obtained, the numerator polynomial is determined = B B LE
by retaining first m time moments/Markov G} (2 =-—= }%’b‘{'i_:t[q'ﬁ]? 5
parameters of HODIS as well as minimizing errors (&, ?0|3E+[ a, 8] Zﬁ 3 g 47
between subsequennh time moments/Markov @+ bz % (2)
parameters of HODIS and model such that = ﬁ +a1E+ azzaé_ Iﬁz(z)

m+ n= r. The time moments of the HODIS and i
model are obtained b§28) and(30), respectively, 1€ poles, calculated usin@7), of the HODIS
and the Markov parameters of the HODIS and(46) are
model are given bg86) and(37), respectively. 4 =[-0.5340- 0.2680]
The numerator parameters of model are obtained,n
- ) - =[-0.7125~ 0.536 48

by matching first m time moments/Markov %H ! (“48)
parameters of HODIS to those of model, given as 4 =[-0.8534-0.720
T _-|Ii§ =0 i=1,23 p Since poleq48) are real, thus, usin(38), the

. o cluster centers obtained by groupi in one
M,-NF =0 j=123 g (43 g

J cluster partition andi;' and 4;' in other cluster

L . partition are
and minimizing a weighted squared sum tioé oC =[-0.5340,- 0.268C

errors, between subsequent n time

p+q=m

moments/Markov parameters of HODIS and thoseP: =[-0.7766:- 0.6147 (49
of model, given as and the denominator obtained us{@g) is
u = v - (o) c c
L= A B Y i -mE @y BA=( A0
i=p+1 j=a+1 = (z-[-0.5340+- 0.2680])¢— { 0.7766, 0.614 ]50
where 4 and 7'1. are nonnegative numbers, and =[0.1647,0.4147} [0.8827,1.3106} [1A] )
u+v=r. —[& af+[a, B] z& 3 g E
The objective function(44) is normalized as [Ef aoﬂ-? [a.Bl28 a2 g
follows: First time moment and Markov parameter, as

given by(28) and(36), respectively, of the HODIS

u = v I\E
=Y 4 (1—T1E—i]+ 37 [1—M—{] 45 €

i=p+1 i j=q+1 i T, =[0.5621,0.7729] 51
However, in(45), it is assumed thal, #0 and M, =[0.1667,0.333
M. =0, and the first time moment and Markov parameter,
. as given by(30) and (37), respectively, of the
model are
lll. LUUS JAAKOLA ALGORITHM = £
The algorithm due to Luus and Jaakola [26] is£_ __ @JFE& .
used for finding the minimum value of objective ' & +ak a, |t
function (45 obtained in last section. In Luus = (52

Jaakola algoritin, initial values for all variables |\kE1 :E
and corresponding search intervals are chosen at
random and then in every next iteration, search Using (43), numerator parameters are obtained
intervals are contracted by a constant contractioms

factor. This algorithm has been applied in many+ _£_. & E /
problems in optimal conal [8],[27]. T, ==+ bE[11508,2.106 3

The objective function(45) for this problem is

IV. NUMERICAL SECTION .
given as:
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1 El E Table_l
=27 (l— —} (549 Bestcase ISE for impulse response

= [0.1667,0.3333 Model | Bestcase ISH

(56) 4.1521

Starting with various initial conditions and ranges, (57 8.0926
the LussJaakola algorithm converges to following
optimal solution It is clear from Fig. 42 that the responses of
§=[0.1508,1.1064 (55) proposed model56) when compared t¢46) is

better than that of57) and also, the bestase ISE
of (56) is lower than thaof (57). This confirms the

Using (53) and (55), the secondrder model applicability of proposed method for order

obtained is ;
&7 (4 [0:0107.0.1054] [1.1401,2.0010] o reduction of HODIS.
2 [0.1647,0.4147] [0.8827,1.3108]7 V. CONCLUSION
A method for obtaining model of given HODIS
and thesecondorder model proposed in [20] is is proposedn which the denominator is obtained
G (2= [0.8845, 0.9} [0.5921,0.6055] 57 Ey pole clustering and the numerator is determined
2 [0.1437,0.3805] [0.8041 1.2465]7 y  minimizing  errors  between  time

moments/Markov parameters of HODIS and model

) in addition to retaining some initial time

The step and impulse responses of one of thg,gments/Markov parameters of HODIS. The
rational systems constrigdl with the help of piacive function which is weighted squared sum
Kharitonov ~ polynomials ~ (Appendix 1) of of" erors  between time moments/Markov
numerator and denominator @f6), (56) and(57)  parameters of HODIS and those of model is
are shown in Fig. 1 and 2, respectively. minimized using Luus Jaakola algorithm. The

proposed method is validated by a numerical
Step Response

example.
1.5
APPENDIX |
Interval Arithmetic
kY Therules of interval arithmetic [17] are defined
2 as follows:
§ Suppose,c=[c’,c] and d=[d",d"] are two
intervals.
Addition:
s | | | (57) c+d=[c,cl+d,d]=[c+d, ¢+ d
o 5 10 ( 1)5 20 25 Subtraction:
Time (sec . - o
Fig No. 1 Step Responses of HODIS arnudiels. C“?E,[C ’_C J-[d,d]<{c-d,c-d
Multiplication:
Impulse Response cd=[c,c|d, d]
2 ] =[min(cd,cd,cd, cd),
I maxc d ,cd ,cd,cd)
Division:

c/d=[c,c/[d, d] = ¢ ¢/1/ d1/ d
d/d=[d",d]/[d, d] =1

Amplitude

APPENDIX II

‘ ‘ ‘ Kharitonov Polynomials

0 5 10 15 20 25 Consider a family of real interval polynomials
Time (sec) [28]:
Fig No. 2 Impulse Responses of HODIS and models. D(2)=B,+8,2+3 +B. .2 +B ?
— Fo 1 n-1 n
The bestcase ISEs (Appendix Ill) of impulse =18, B+ B, Blz+3 + B, B] 2“}

responses fof56) and(57) are given in Table 1. The four Kharitonov polynomials associated with

D(2) are given as:



\,o*"“imwa :ov
“%gﬁ PRATIBHA: INTERNATIONAL JOURNAL OF SCIENCE, SPIRITUALITY,
m%;gw'& BUSINESS AND TECHNOIOGY (IJSSBT), Vol. 1, No.1, March 2012
S ) i
e ISSN (Print) 2278 7261
— A" - + + - algorithm to controller desigsy, J r . of Advanced Moc
D.(2) =5y +py 2+ 5, £+’B3 2+ﬂ4 2+3 and Optimization, vol. 11, no. 4, pp. 5388, 2009.
D,(2D=p, +B, z+B, Z+B5 2+ B, 2+3 [11] G. A. Baker, fAEssenstials of Pad
York: Academic, 1975.
D=8, +B 2+ B, Z+P5 2+ B, 2+3 [12] G. A Baker, and P. R. Grawborris, fAPad®
- + + - - approximants, Pait | : Extensions and Appl
D4(Z) - ﬂo +181 Z+ ,82 z +ﬁ3 2+ﬁ4 2+3 London: AddisonWesley, 1981.
[13] Y. Choo, ASubopti mal bilinear
APPENDIX Il di screte systems, 0 ASME Jr . of
ISE of | | R measurement, and control, vol. 128, pp.-748, 2006.
_ orimpulse kesponse [14B. Bandyopadhyay, O. I-Pagéail, and
The integralsquareeerror (ISE) for impulse approximation foriner val systems, o6 | EEE
responses betweeB, (2) and G, (2)is obtained as Cont., vol. 39, no. 12, pp. 248456, 1994.
[15] Y. Dol gi n, and E .-Padg emodeb , fion
reduction of interval systems, 0
J-E( )Hz )_ d: Control, vol. 48, no. 9, pp. 1611612, 2003.
[16] B. Bandyopadhyay, A. Upadhyena O. Iys-@ai | , i
Where Routh approximation for interval
E(92=G(2- G( 2 on Automatic Control, vol. 42, no. 8, pp. 112130,
1997.
_B@ 103 a4 M71G. V. K. R. Sastry, G. Raja, and
Ah(z) interval system modeling using Routhappmé nt s, 0 | ET
Journal, vol. 36, no. 8, pp. 76&9, 2000.
Each of B,(2 and A(2 represents four [18jo0. | smail, and Blodel Bduntidyobpadhyay,
Kharitonov polynomials (Appendix I1). linear interval systenEEEusing Pad
. . International Symposium onCircuits and Systems
The ISE can recursively [29],[13] be obtained as (ISCAS), vol.2, pp. 1400 1403, 1995.
BJ [19] V.P.Singh,ad D. Chandra, fARouth appro
J= A) - Aé) model reduction using series expansion of interval
i= systems, 0 | EEE I nter. Conf . o
where n is the order of error signdt(2) and A, [20] E,’“be"f'e;’ ?nyzt?n;s (ICP%ES)’ pgf,?l:'y opadhyay and
Bj andAg are defined in [29]' interval system reduion using Padé approximation to
I ) ] allow retention of domi nant pol
The bestcaseISE [30] is obtained as Circuits and Systems_I: Fundamental theory and
_ ; applications, vol. 44, no. 11, pp.161878, 1997.
1SBoest- case 2912,4‘](8"A‘) [21] K. Sinha, and J. Pal , ASi mul ati c

modeling usinga cdst ering technique, o Con

Eng., vol. 16, no. 3, pp. 18869, 1990.
REFERENCES [22] B . Vi shwakar ma, and R. Prasad,
11 Y. Shamash, AStable reduced re@dciﬁge rordem o & € lingar Us%sitefhg usfidt dfde
type approximation, o | EEE TrapsroxAutad-i of0mt | . ETEODoudfAal of
pp. 615616, 1974. pp. 326330, 2008.
2] M. Aoki , i Cogtdlerdyfamicosysterhsally g[e3] w. T.B e y e n e -clustermg ane rationdhterpolation

aggregation, 60 | EEE Trans. Aut@chiofies ¥OF. - sidnpIl PRyi 246 distr

253, 1968. _ Trans. on Circuits and SysterisFundamental Theory
Bl N. K. Sinha, and B. Kuszta, spfieaiond)®I. 48 he 12ipd.eapara, fodoc at i on
of dynamic systems, o New Y k: Mq,gnblosaahrud elmhr@egtgofh AOn

pp. 133163, 1983. discrete systems,c‘) | n41228,J. Contr
[4] M. F. Hutt on, and B. Friedl aggd., ifRout h approximatlons

for reducing the order of linear timenvar i ant pyst emshrA&mash, AContinued fraction

IEEE Trans. Autom. Control, vol 20, pp. 3387, 1975. reduction of discret¢ i me dynamic systems, 0
[6B]1 Y. Shamash, iModel reductlonCoHtrsq,ong)péQ@ma@mth stability

crlterlonandthePadapprOX|matlon teq_:za]nRi queuw@s ! mthd JITr.. H. | .andJaakol a,

Control, vol. 21, pp. 47884, 1975. ystematic reduction of size of

[6] S. Rao, S. S. L a mb aapprodnmnt S . \)6| 19,R@® Peere6i1Bmau t h
time-domain reducedrder modelling for singknput [27] V. Singh, fi GRateaapprokimagts WRingutte h

singleout put systems, o | EE Proc LusJ@0akiolal dhgeryt B Pdontrd EE Proce

vol. 125, pp. 10594063, 1978. Theory and Applications, vol. 152, no. 2, pp. 12%2,
[71 Singh, D. Chandr a, a n-Padd . Kegtog, Al mproved Rout h

approximants: a computeri d e d approach,[gg]\VEEE TK Rd'rSi-t ono v, iAsymptotic st

on Automatic Control, vol. 49, no. 2, pp. 2296, 2004. position of a family of system of linear differential
B v. Singh, D. Chandra, and k.qukKeron, K iOppiifradr eMmautah aNye Urave
approximants through integradsared error minimisation: 1485, 1978.
computera i ded approach,(}ControEE[ngK.ocy.edAgg,som, E. 1. Jury, and R.
Theory and Applications, vol. 151, no. 1, pp-5& 2004. method for evaluaston of complex integrals,
[[] s. K. Mittal, and D. Chandrgh Auto.lCritravell 18, ppo4egr 1, 1970! model
reduction of linear discrete time systems via integral [30] C.-C. Hsu, and GH . Yu, fiDesign of opti ma
squared errominimization: computea i d ed appr O a&d fMterfal plant from signal energy point of view via
Jr. of Advanced Modeling and Optimization, vol. 11, no. evolutionary approaches, o | EEE
4, pp. 531547, 2009. Manand CybmeticsPart B: Cybernetics, vol. 34, no. 3,
[10] S. K. Mittal, D. Chandr a, argpqsogﬁsﬂzlg(mlvedl nlmproved

RouthPade approximants using vector evaluated genetic

7


http://ieeexplore.ieee.org/search/srchabstract.jsp?tp=&arnumber=520409&queryText%3Dinterval+system%26searchWithin%3Dbandyopadhyay%26openedRefinements%3D*%26searchField%3DSearch+All
http://ieeexplore.ieee.org/search/srchabstract.jsp?tp=&arnumber=520409&queryText%3Dinterval+system%26searchWithin%3Dbandyopadhyay%26openedRefinements%3D*%26searchField%3DSearch+All
http://ieeexplore.ieee.org/search/srchabstract.jsp?tp=&arnumber=520409&queryText%3Dinterval+system%26searchWithin%3Dbandyopadhyay%26openedRefinements%3D*%26searchField%3DSearch+All
http://ieeexplore.ieee.org/search/srchabstract.jsp?tp=&arnumber=520409&queryText%3Dinterval+system%26searchWithin%3Dbandyopadhyay%26openedRefinements%3D*%26searchField%3DSearch+All

>
%

92,
X
+ N
5
S
3
S
5

COWECE g,
&5

& %lq A

49070885

L 4

PRATIBHA: INTERNATIONAL JOURNAL OF SCIENCE, SPIRITUALITY,
BUSINESS AND TECHNOIOGY (1JSSBT), Vol. 1, No.1, March 2012

ISSN (Print) 2273 7261

L 2



L 4

»§5~
B

AZ2%.  PRATIBHA: INTERNATIONAL JOURNAL OF SCIENCE, SPIRITUALITY,
©u8"  BUSINESS AND TECHNODGY (IJSSBT), Vol. 1, No.1, March 2012
Frar ISSN (Print) 2278 7261

L 2

Continuous Wavelet Transform for Discrimination between
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Several industrial methods exits for online and
Abstract: This paper presents the offline fault diagnosis of transformer, but all of
characterization of fault transient in  them are expensive, complard time consuming.
transformer  using  Continuous  wavelet To take the diagnostic decisions, transformer fault
transform (CWT). This characterization will must be characterized by analyzing quantities of
add the diagnostic of internal fault in  data, which could be generated through computer
transformer. The detection method can provide simulation or field experiments.
information of internal turns to turns fault in The power transformer protection is one of the
winding. CWT analysis provides discrimination  critical issues in power system. Since minimization

of inrush current and fault from terminal of frequency and duration of unwanted outages, is
parameter. This will add advance concept of on very desirable, this high demand imposed on
line monitoring of transformer from terminal power transformer protective relays; this includes
quantity. the requirement of dependability associated with

no false tipping and operating speed associated
Keywords:Continuous wavelet transform (CWT), with short fault clearing time.

inrush, turns to turns fault, transformer. One of the main concerns in protecting this
particular component of power system lies in the
l. INTRODUCTION accurate and rapid discrimination of magnetizing

inrush current from other different faultShis is
The trends towards a deregulated globalbecause the magnetizing inrush current, which
electricity market has put the electric utility under occurs during the energizing the transformers,
severe stress to reduce operating costs, enhance tenerally results in several times full, load current
availability o generation, transmission and and therefore can cause mal operation of relay.
distribution equipment, and improve supply of Such mal operation of a differential relays can
power and service to customers. Using efficientaffect both reliability and stability of the whole
methods of detection and classification of power system.
transients will help the utilities to accomplish theseTraditionally transformer protection methods that
objectives. use its internal behavior are based on differential
Transformers are esstial and important protection and the studies for improvement of
elements of power systems and whose unexpectdgansformer  protection have focused on
outage can cause the total disruption of electricatliscrimination between internal short circuit faults
supply and subsequent major economic lossand inrush currents in transformer, [4], [5].
Hence, detection and classification of faultsBut incipient faults in equipment containing
through certain intelligent procedure can pdavi insulation material are also very important.
early warning of electrical failure and could Detection of these types of faults can provide
prevent catastrophic losses. information to predict failte ahead of time. The
Fault detection in transformer has beenmajor cause of incipient faults is the deterioration
conducted in several manners. The existingof insulation in the electrical equipment. When the
methods can be classified in following major condition of system equipment degrades because
groups like Electrical Based Technique and Oil of electrical, thermal or chemical effects,
Basd Technique.The electric based methods intermittent incipient fault begin tpersist in the
decide the condition of transformer by means ofsystem, leading to more frequent outages degraded
differential relaying techniques, and oil basedthe quality of service and eventually longer
technique is mainly represented by Dissolved gagutages. Until finally a catastrophic failure occurs
Analysis (DGA). The fault diagnosis with this and service cannot be restored until the source of
procedure requires cong and, expensive sensors failure is repaired [6].
capable of detecting the different gases dissolved The basic philogehy of protective device
in transformer oil as a consequence of failure. is different for incipient faults than for short
circuits. The classical short circuit methods can not
detect incipient faults by using the terminal
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behavior of transformer unless a major arcing fault
occur that will be detected byrotective device Il METHODOLOGY/METHODS IN
such as fuse and relay protection. DETAILS
Since incipient faults develop slowly A case study on custom built transformer

there is a time for careful observation and testingwill be presented in this paper. The laboratory
Conventional protective device cannot detect thesexperimental works will focuses mainly on the
faults. Supplementary protective system andnter turn short cirgits in the transformer and
methods, which @y not be based on terminal inrush currents. The acquired data will be analyzed
behavior of transformers, are needed for powelas per the fundamentals of signal processing. The
system transformer [5]. probable and possible methods are briefly
Over the years various incipient fault discussed below.
detection techniques, such as dissolved gas
analysis and partial discharge analysis [15] haveA. Fourier Transform
been successfully applle to large power It is well known from Fourier theory that
transformer fault diagnosis. On line condition a signal can be expressed as the sum of a, possibly
monitoring of transformers can give early warninginfinite, series of sines and cosines. This sum is
of electrical failure and could prevent catastrophicalso referred to as a Fourier expansion. The main
losses. Hence a powerful method based on signalisadvantage of a Fourier expansion is that it has
analysis should be used in monitoring. iSTh only frequency resolution and no time resolution.
method should discriminate between normal andrhis means that although we might be able to
abnormal operating cases that occur in distributiordetermine all the frequencies present in a signal,
system related to the transformers such as externale do not know when they are present. To
faults, internal faults, magnetizing inrush, loadovercome this problem in the past decades several
changes, aging, arcing, etc. solutions have been developed which are more or
There have been sevenalethods based less able to represent signal in the time and
on time domain and frequency domain techniquesfrequency domain at the same time.
In previous study researchers have used Fourier The idea behind these timé&equency
Transform or Windowed Fourier Transform. Sincejoint representations is to cut the signal of interest
FT gives only frequency information of signal, into several parts and then analyze the parts
time information is lost. In Windowed FT or short separately. It is clear that analyzing a signal this
time FT has the limitation of a fixed window way will give more information about the when
width, so it does not provide good resolution inand where of different frequency components, but
both time and frequency. A wide window, for it leads to a fundamental problem as well: how to
example gives good frequency resolution but poorcut the signal? Suppose that we want to know
time resolution, where as a narrow window givesexactly all the frequency components present at a
good time resolution hu poor frequency certain moment in timé/Ne cut out only this very
resolution. Wavelets on the other hand provideshort time window using a Diragulse [2],
greater resolution in time for high frequency transform it to the frequency domain and
components of a signal and greater resolution irsomething is very wrong. The problem here is that
frequency components of signal. In a senseutting the signal corresponds to a convolution
Wavelet have a window that automatically adjustsbetween the signal and the cutting wind@ince
to give the appropriate resolutions. Therefore inconvolution in the time domain is identical to
recent studies Wavelet transform based methodsiultiplication in the frequency domain and since
have been used for analysis of characteristics dfhe Fourier transform of a Dirac pulse contains all
terminal current and voltages, [4], [8]. possible frequencies the frequency components of
Traditional Fourier analysis, which deals the signal will be smeared out all over the
with periodic signals and haseén the main frequencyaxis. (Please note that we are talking
frequency domain analysis tool in many about a twedimensional timdrequency transform
applications, fails to describe the eruptionsand not a onelimensional transform.) In fact this
commonly existing in transient processes such asituation is the opposite of the standard Fourier
magnetic in rush and incipient faults. transform since we now have time resolution but
The Wavelet transform (WT) on the other handno frequency resotion whatsoever. The
can be wuseful in analyzin the transient underlying principle of the phenomena just
phenomenon associated with the transformedescribed is due to Heisenberg's uncertainty
faults. principle, which, in signal processing terms, states
that it is impossible to know the exact frequency
and the exact time of occurrence of thisgiuency
in a signal. In other words, a signal can simply not
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be represented as a point in the tifreguency The wavelets are generated from a single basic

space. The uncertainty principle shows that it iswa v e | @),tthe wocalled mother wavelet by
very important how one cuts the signal. Thescaling and translation:
wavelet transformor wavelet analysiss probably

the most recent solution to overcome the 1 f— T
shortcomings of the Fourier transform. In wavelet yys _ T(g) = —\
analysis the use of a fully scalable modulated ’ \E s ) 3)

window solves the signalutting problem. The

window is shifted along the signal and for every . .
position the spectrum isatculated. Then this Lgcgz :\n(;s :Eg Sf;iltirfa;tlog IS itgef;rran:rzaetrlon
process is repeated many times with a slightly gy

shorter (or longer) window for every new cycle. In normalization across the different scales. It is
the end the result will be a collection of time important to note that in1), (2) and (3)the

. . - wavelet basis functions are not specified. Thia is
fr_equency representations of the §|gnalz al W'thdifference between the wavelet transform and the
different res_olutlons. Because of thuellect_lon of ._Fourier transform, or other transforms. The theory
representations we can speak of a multlresolutlora)f wavelet transforms deals with the general
anﬁ:y?ﬁé case ofwaveletswe normally do not properties _of the wavelets and wavelet transfo_rms

. ; only. It defines a framework within one can design
speak about timérequency representations but waveles to taste and wishes
about timescale representations, scale being in a '
way the opposite of frequency, becauBe term
frequency is reserved for the Fourier transform.
Since from literature it is not always clear what is
meant by small and large scales, | will define it
here as follows: the large scale is the big picture

C. Wavelet Properties

The mostimportant properties of wavelets are
the admissibility and the regularity conditions and
these are the properties which gave wavelets their

. : hame.
while the small scales show the details.uSh p qions v (1) satisfying the admissibility
going from large scale to small scale is in th'scondition

context equal to zooming in.
Following sections presents the wavelet 5
transform and develop a scheme that will allow us ‘ F(w) ‘
to implement the wavelet transform in an efficient J.—dfﬂ < +00
way on a digital computer. | ® |

B. The continuous Wavelet Transform can be used to first analyze and then reconstruct a
The continuous wavelet transform was developedsigna| without loss of information. I#)  y ( ¥

as an alternative approach to the short time ) stands for the Fourier transform gff). The
Fourier transforms to overcome the resolutiongqmissibility condition implies that the Fourier

problem._ Thg wavelet analysis _described in th&,ansform ofy © vanishes at the zero frequency,
introduction is known as theontinuous \avelet ie.

transformor CWT. More formally it is written as:

* 2 —
Vs, = [ Flowl (dr_ W@ =0 "

Where * denotescomplex conjugation. This _ 1his means that wavelets must have a haasb
equation shows how a functidft) is decomposed Ik€ ~spectrum.  This is a very important
into a set of basis functions , called the waveletsOPServation, which we will use later on to build an
The variabless and, scale and translationeahe  €fficient wavelet transform.
new dimensions after the wavelet transform. For A Zero at the zero frequep also means that the

completeness sak@) gives the inverse wavelet average value of the wavelet in the time domain
transform must be zero,

1= [ [1(s. 7, (1duds Jwdr=o ©

and therefore it must be oscillatory. In other words,
y ©) must be avave

11
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As can be seefrom (1) thewavelet transform vanishing moments gave us the fast decay or the
of a onedimensional function is twdimensional; let, and put together they give us the wavelet.
the wavelet transform of a twdimensional
function is fourdimensional. The timbéandwidth Il EXPERIMENT SETUP
product of the wavelet transform is the square of The main compoent of the experiment setup is
the input signal and for most practical apptions  230Vv/230V, 50Hz 2KVA single phase
this is not a desirable property. Therefore onedransformer. The transformer is having 5 tap on
imposes some additional conditions on the waveleprimary winding, first four tap after each 10turns
functions in order to make the wavelet transformand on secondary having total 27 tap, each of
decrease quickly with decreasing scal&éhese are 10turns. The taps are especially providedtfons
the regularity Conditionsand they state that the to turns fault application. The primary winding
wavelet function should have some smoothnessvas connected across rated voltage at rated
and concentration in both time and frequencyfrequency. The transformer was loaded at 50% of
domains. Regularity is a quite complex conceptits full load. The application of fault on primary,
and we will try to explain it a little using the secondary and both winding was done with the
concept ofvanishing momentdf we expand the help of extenal contactor.
wavelet transfornfl) into the Taylor series at= 0
until order n (leb = 0 for simplicity) we get : A portable data acquisition system was used to
collect the instant of faulted samples. The primary
1|2 e ar_ld secondary current and voltage were measqred
v(s,0)=— Zf(P) (0)j_w(_}dt+ O(n+1) with help of current transformer (CT) and Potential
JE 70 plo\s transformer (PT), suitable for data atsition
_____________ @) system. The current and voltage signal were
recorded at sampling rate of 10000 sampl&fse

Nt i tal circuit and labortory set up is as
Heref (p) stands for thepth derivative off and ~ &XPerment :
O(n+1) means the rest of the expansion. Now, ifS"OWn in Fig. 2(a) and Fig. 2(b).
we define thenomentof the wavelet byvip,

M, = jrpxp(r)dr

----------- ®)

then we can rewrit€/) into the finite development =
1(5.0) = '
j;{f(O)MOHf(];(O)MlsZ+f(22)!(0)M253+... Aol : :
[ - [
+L'(0)Mnsm TR L
#l

""""" 9) Fig No. 2(a) Experimental Circuit

From theadmissibility condition we already have
that the Oth momer¥0 = O so that the first term in
the righthand side of(9) is zero. If we now
manage to make the other moments upliozero

as well, then the wavelet transform coefficiergs (

) will decay as fast a2 for a smooth signdt).
This is known in literature as the vanishing
moment§t] or approximation order If a wavelet
hasN vanishing moments, then the approximation
order of the wavelet transform is al$d The
moments do not have to be exactly zero, a small
value is often good enough. In fact, experimental
research suggests that the number of vanishing

moments required depends heavily on thekE ’ : LA
application . Summarizing, the admissibility .
condition gave us the wave, regularity and Fig No. 2(b) Laboratory Setup

12
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A2 RESULTSAND DISCUSSION

A. Inrush Transients

When a transformer is emergized, a
permanent magnetization of the core remains du
to hysteresis of the magnetic material. This
Airesi dual fluxo is infl
core material .When a transformer is energized th
instantaneous magnitude of core flux at the instan
of energization is the residual flux. The amount of

1%

\1%

(=2

uenced by the trangfor mer

offset of the sinusoidal flux generated by the
applied voltage depends upon the point of voltage
wavewhere the transformer is energized. The core
flux can therefore reach a value double the normal

Fig. No. 4 CWT for Interturn fault

V. CONCLUSION

flux plus residual flux. The most severe case where This paper presest a new approach for

energization at voltage zero, the peak transiengiscrimination between inrush current and internal
core is more than two time higher than the peakaults in power transformer by pattern recognition
normal coe flux. Experimental readings for inrush technique using CWT. The CWT gives the
current are taken accordingly. Fig.3. Shows CWTcontours for inrush current and internal fault very

of Inrush current.

distinctly. The obtained results clearly show that
the scheme can provide accurate discrimination
between Inrush and fault condition in transformer.
The online implementation of this technique needs
to be explored using suitable artificial intelligence

(1]

(2]

(3]

(4]

(5]

Fig No. 3 CWT of Inrush current [61

B. Internal Short Circuit Transient [7]
Internal fault are the fault that occurs within
protective zone and protective scheme suppose to
sense the fault and take action on it. Internal fault
is generally turns to turns short circuit fault. 18]
Fig.4. shows the CWT result from turns to turns
fault on primary side. The fault was created with
help of external contactor. The turns to turns fault
was done between 10 to 20 turns of primary[9]
winding on rated voltage and loaded condition.

13
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